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Abstract 

This research delves into the ethical quandaries inherent in AI-powered marketing 

communication, focusing particularly on the strategies utilized by tech giants like Google, 

Apple, and Meta (Facebook). It scrutinizes crucial ethical issues including protecting data 

privacy, addressing algorithmic biases, and promoting transparency, considering the impact of 

regional regulations such as the General Data Protection Regulation (GDPR) in the European 

Union (EU) and the California Consumer Privacy Act (CCPA) in the United States. 

Additionally, it investigates how these approaches might provide valuable insights for various 

sectors such as retail, healthcare, and education to adopt ethical AI marketing practices. The 

study also examines the ethical dilemmas surrounding advanced AI technologies like 

generative AI and augmented reality (AR), proposing a comprehensive ethical framework 

designed to guide sustainable AI-driven marketing strategies globally. 

Introduction 

Artificial Intelligence (AI) has transformed marketing communication by enhancing 

personalized experiences, optimizing campaigns, and targeting consumers more effectively. 

Nevertheless, the incorporation of AI in marketing poses ethical dilemmas, particularly 

concerning data privacy, algorithmic bias, and transparency. As AI continues to reshape 

marketing practices, understanding how businesses tackle these challenges amid varying 

regional regulations and consumer expectations is paramount. This study delves into the 

implementations of AI in marketing by three global tech giants—Google, Apple, and Meta. By 

dissecting their strategies, we aim to extract valuable insights that can steer companies in 

diverse sectors like retail, healthcare, and education towards ethical and responsible AI 

marketing practices. 

Google - Google Ads and Privacy Scrutiny 

Google's AI-driven advertising platform, notably Google Ads, has encountered 

considerable scrutiny regarding data privacy issues, particularly in light of regulations such as 

GDPR in the EU. Google gathers extensive user data from its search engine, Gmail, YouTube, 
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and other platforms to deliver customized advertisements, prompting ethical questions about 

consent, transparency, and the risk of surveillance capitalism. 

Regulatory Scrutiny: 

GDPR Compliance: In the EU, Google has needed to adjust its advertising strategies to align 

with GDPR regulations. One notable hurdle involves securing explicit consent from individuals 

for data processing. Google Ads depends on monitoring user interactions throughout its 

network to tailor advertisements, a practice that may raise privacy concerns. Google has made 

efforts to introduce measures enabling users to manage the utilization of their data for 

advertising, yet the enforcement of GDPR standards has attracted substantial attention from 

privacy watchdogs. 

Fines and Legal Battles: Google has faced legal challenges related to its data gathering 

practices, including a $5 billion class-action lawsuit in the US over alleged unauthorized 

tracking of users in incognito mode.  Additionally, in 2019, the French data protection authority, 

CNIL, fined Google €50 million for violating GDPR rules concerning transparency and user 

consent. These cases highlight ongoing concerns among consumers about data collection and 

its use. 

Consumer Scrutiny: 

Trust Issues: Consumers in Europe have raised apprehensions regarding the utilization of their 

data for targeted advertising. A significant number of users remain oblivious to the full scope 

of data processing involved in generating personalized advertisements. This opacity in data 

practices undermines confidence in Google Ads, prompting certain individuals to resort to 

alternative search engines or employ ad-blocking tools to evade targeted marketing strategies. 

Ethical Solutions and Responses: 

Google has endeavored to enhance transparency by introducing more explicit privacy policies, 

enabling users to opt out of personalized ads via Google Ads Settings. Moreover, it has unveiled 

resources such as the Google Privacy Dashboard to assist users in data management.\nIn 

alignment with GDPR regulations, Google has integrated consent management frameworks 

and empowered users with greater authority over their personal data through user-friendly 

privacy settings. 

2. Apple - Privacy-First Approach and Data Minimization 

Apple has focused on prioritizing privacy in its AI-powered marketing tactics, notably through 

the implementation of the App Tracking Transparency (ATT) feature. This stance sets Apple 

apart from its rivals but triggers debates regarding the delicate equilibrium between privacy 

protection and tailored user experiences. 

Regulatory Scrutiny: 

GDPR and CCPA: Apple's execution of ATT is in accordance with both GDPR and CCPA 

standards. By restricting third-party apps from tracking users without their clear consent, Apple 

has taken substantial steps towards safeguarding user privacy. Nevertheless, this move has 

sparked conflicts with advertiser’s dependent on tracking for delivering tailored content and 

advertisements. 

Consumer Scrutiny: 

Privacy Perception: Apple's commitment to privacy has earned the company a solid reputation 

as a privacy advocate, valued by its customers. The implementation of innovative features such 

as Sign in with Apple, enabling users to access apps without divulging personal data, plays a 
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crucial role in bolstering consumer confidence. Nonetheless, certain users have expressed 

apprehensions regarding the extent of data collection by Apple, particularly in instances 

involving services like Siri and iCloud, which utilize AI for personalized experiences. 

Impact on Advertisers: Apple's alterations, notably with the implementation of the ATT 

framework, have had a significant impact on advertisers, particularly those dependent on 

Facebook (Meta) for personalized advertisements. This shift restricts the ability of third-party 

advertisers to monitor iOS users, empowering consumers with a ethical decision-making 

process and control over the sharing of their data. 

Ethical Solutions and Responses: 

Privacy as a Selling Point: Apple has strategically positioned privacy as a fundamental aspect 

of its value proposition, highlighting principles such as data minimization, encryption, and user 

control. Their marketing strongly advocates that \privacy is a basic human right, solidifying it 

as a pivotal element in their AI-centric marketing approach. 

User Control: Apple has enhanced transparency regarding how apps manage user data by 

introducing privacy-focused features like App Privacy Labels in the App Store and privacy 

reports for apps. 

3. Meta - Facebook Ads and Data Misuse 

Ethical Challenges: Meta, formerly known as Facebook, has encountered notable ethical 

dilemmas concerning the inappropriate utilization of personal data in AI-driven advertising 

targeting. The platform depends on user data sourced from Facebook, Instagram, and 

WhatsApp to deliver meticulously tailored advertisements. However, this practice has sparked 

concerns regarding consent, algorithmic bias, and the potential manipulation of public 

sentiment. 

Regulatory Scrutiny: 

Cambridge Analytica Scandal: The controversy, involving the unauthorized harvesting of 

millions of users' personal data for political targeting, triggered significant public outrage and 

regulatory examination. Meta incurred penalties from both the Federal Trade Commission 

(FTC) and the Information Commissioner’s Office (ICO) in the UK. This situation has sparked 

worries regarding Meta's practices in data utilization for tailored advertising, prompting 

demands for enhanced transparency. 

GDPR and CCPA Compliance: Meta has been compelled to modify its advertisement targeting 

algorithms to adhere to more stringent data protection regulations. In the EU, Meta has been 

required to revamp its advertising platform to align with GDPR rules. This encompasses 

acquiring more transparent consent from users prior to gathering and utilizing their data. 

Global Scrutiny: In regions such as India and Brazil, Meta has encountered obstacles arising 

from ambiguous or changing data privacy laws. Within these developing economies, there is 

frequently limited awareness among consumers regarding their data privacy rights, adding 

complexity to Meta's ethical responsibilities. 

Consumer Scrutiny: 

Misinformation and Manipulation: Consumers have expressed worries regarding the risk of 

misinformation and how AI-powered ad targeting could influence consumer behavior. This 

issue is especially delicate in political settings, highlighted by examples such as the use of 

Facebook ads during election campaigns, sparking fears of voter manipulation. 
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Ad Saturation: While some consumers appreciate the tailored advertising experience, a 

significant number express unease about the continuous monitoring and excessive targeting 

associated with Meta's ad platform. The extensive presence of advertisements has raised 

worries regarding user independence and the ethical application of AI in influencing consumer 

conduct. 

Ethical Solutions and Responses: 

Ad Transparency: Meta has responded to regulatory scrutiny by enhancing transparency in its 

advertising practices. This initiative includes the introduction of an Ad Library, enabling users 

to access all current advertisements on its platform. Moreover, Meta has improved transparency 

regarding political advertisements aimed at specific demographics. 

Privacy Settings: Meta has introduced novel functionalities to offer users enhanced control 

over the utilization of their data for advertising purposes. These enhancements comprise finer 

ad preferences and the ability to restrict ad targeting concerning sensitive topics like political 

inclinations and health. 

Cross-Industry Insights for Adapting AI Marketing Practices in Retail, Healthcare, and 

Education 

Retail: 

In the retail industry, companies such as Amazon and Walmart leverage AI to tailor shopping 

experiences to individual preferences. According to a survey, consumers highly appreciate 

hyper-personalization but also harbor reservations regarding the excessive utilization of 

personal information. Retailers face the challenge of harmonizing data-driven marketing 

strategies with a genuine regard for consumer privacy. Although AI has the potential to amplify 

customer engagement and boost sales, respondents indicated unease when advertisements 

appeared overly invasive. The research highlights the importance for businesses to provide 

explicit opt-in mechanisms and enhance transparency regarding data acquisition and 

utilization. 

Healthcare: 

The application of AI in healthcare marketing is a delicate matter, considering the significance 

of preserving privacy and trust. Survey participants expressed significant apprehension 

regarding divulging personal health information, particularly for marketing objectives. An 

examination of healthcare companies' AI-powered patient engagement initiatives underscored 

the paramount importance of adhering to HIPAA regulations to uphold trust. The transparency 

surrounding the utilization of health data and the presence of clear consent procedures were 

identified as pivotal elements for the efficacy of AI marketing approaches within this industry. 

The use of AI in healthcare marketing is anticipated to encounter ongoing scrutiny, particularly 

due to the risk of algorithmic bias in medical diagnoses or recommendations for health-related 

products. 

Education: 

In the realm of education, AI tools play a significant role in tailoring learning experiences and 

facilitating communication. Findings from a survey indicate that both students and parents are 

open to integrating AI into educational settings. However, there exists apprehension regarding 

the potential bias in algorithmic determinations, specifically in grading and admissions 

procedures. While the capacity of AI to customize learning pathways is widely appreciated, 

there is a notable emphasis on the necessity for inclusive and diversified AI frameworks within 

YMER || ISSN : 0044-0477

VOLUME 24 : ISSUE 10 (Oct) - 2025

http://ymerdigital.com

Page No:23



educational contexts. Stakeholders underscore the critical need for ethical considerations in 

designing AI-based curricula to prevent the perpetuation of current disparities. 

Proposal for an Ethical AI Framework in Marketing Communication 

Based on the findings from Google, Apple, Meta, and the cross-industry insights, the following 

ethical AI framework for marketing communication is proposed: 

Transparency: Transparency regarding the utilization of AI within marketing initiatives, 

encompassing data gathering, analytics, and application, is crucial for companies. In particular, 

revealing the decision-making mechanisms of AI, particularly in tailoring personalized content, 

is vital to establish trust with consumers. 

Accountability: When it comes to the ethical use of AI, it is imperative for companies to uphold 

accountability. Establishing clear guidelines is crucial to guarantee that AI algorithms undergo 

regular audits to identify and rectify any instances of bias, discrimination, or lack of fairness. 

Consumer Empowerment: Consumers should be granted autonomy over their data, enabling 

them to choose whether to participate in AI-driven marketing approaches. It is essential for 

companies to offer straightforward and transparent consent processes. 

Data Privacy and Security: Companies must prioritize data minimization and enforce stringent 

data security measures to safeguard consumer information, in compliance with regulations such 

as GDPR and CCPA. 

Inclusivity and Fairness: AI models must be meticulously crafted to mirror the varied 

consumer groups and should rigorously avoid perpetuating biases, especially in sectors such as 

education and healthcare where promoting inclusivity is paramount. 

 

Review of Literature 

Dinesh Kumar (2023) explores the ethical and legal implications of AI applications in 

marketing, addressing concerns related to discrimination, bias, privacy breaches, job 

displacement, and cybersecurity risks. It emphasizes the impact of opaque algorithms, lack of 

human involvement, and manipulation of consumer behavior, underscoring the importance of 

ethical guidelines and regulatory frameworks. The research underscores the significance of 

privacy-enhancing technologies, transparent data protocols, and cooperative policies to 

manage risks effectively, while advocating for ongoing surveillance to respond to emerging 

obstacles. 

Ana Rita Goncalves et.al. (2023) delves into the ethical considerations surrounding AI in 

marketing by proposing a conceptual framework that encompasses consumer trust, risk 

perception, and attitudes. Results derived from a survey involving 200 respondents illustrate 

notable correlations between perceived risks, trust levels, and ethical considerations. The 

research underscores the significance of tackling issues such as privacy breaches, loss of 

autonomy, and the risk of consumer manipulation by integrating ethical dimensions into models 

of consumer acceptance. It offers both theoretical perspectives and practical strategies to 

cultivate trust and mitigate ethical challenges within AI-driven marketing initiatives. 

Yiran Su (2023) evaluates the ethical dilemmas presented by AI in marketing and consumer 

behavior, this comprehensive literature review organizes concerns into algorithmic, societal, 

and existential realms. The research accentuates the ethical ramifications associated with data 

utilization, decision-making procedures, and consumer engagements, shedding light on the 

emerging yet pivotal realm of ethical AI within marketing. It accentuates the necessity for 
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ethical frameworks, equity, and openness in AI implementations to tackle issues related to 

privacy, inherent biases, and societal imbalances. 

Objectives 

1. To evaluate how global tech companies manage ethical challenges in AI marketing under 

varying regional regulations. 

2. To provide cross-industry insights, focusing on retail, healthcare, and education, for adapting 

AI marketing practices. 

3. To propose a globally applicable ethical framework tailored to diverse industries and regulatory 

contexts. 

4. To understand how much consumers trust AI in marketing, their awareness of AI-driven 

marketing, and their concerns about data privacy. 

Methodology 

Case Study Analysis 

The Data were taken from those company website, regulatory documents, industry reports and 

surveys, peer-reviewed journals and academic articles. The quantitative part of the study was 

undertaken by preparing and circulating the questionnaire through social networks. 

Period of the Study:  This study was completed in the due course of November and December 

2024. 

Sample Design: The primary method for this study is a comparative case study analysis of 

three companies: Google, Apple, and Meta. For the quantitative research purpose, the sample 

size of 385 was taken and convenience sampling method was adopted. 

Results and Discussion 

Chart No.1 – Correlation Heatmap 
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The heatmap analysis highlights important connections between trust, awareness, and privacy 

dynamics in AI-driven marketing. Trust in AI marketing has a weak positive correlation with 

awareness (0.075) and privacy concerns (0.00084), but shows a moderate positive correlation 

with the perceived impact on privacy (0.44), indicating that privacy impact plays a crucial role 

in building trust. Awareness of AI practices slightly enhances perceptions of privacy impact 

(0.11) while having a weak negative effect on privacy concerns (-0.089). Furthermore, there is 

a weak negative correlation (-0.18) between privacy impact and privacy concerns, suggesting 

a complex relationship where a higher perceived privacy impact may lead to slightly reduced 

concerns. In summary, trust in AI marketing is more significantly affected by privacy impact 

than by awareness or privacy concerns, while awareness has a modest influence on shaping 

privacy perceptions and concerns. 

Table No. 1 - Percentage of Trust Levels by Awareness 

 Neutral  Not at all  Not much Somewhat Very much 

Agree 29.2817679558 2.2099447514 9.3922651934 40.3314917127 18.7845303867 

Disagree 33.3333333333 0 0 66.6666666667 0 

Neutral 56.3218390805 2.2988505747 8.0459770115 27.5862068966 5.7471264368 

Strongly 

Agree 

16.3265306122 0 8.1632653061 27.5510204082 47.9591836735 

Strongly 

Disagree 

28.5714285714 0 28.5714285714 42.8571428571 0 

Source – Computed Data 

 

Chart No.2 – Feature Importance Plot 

The chart shows that privacy-related factors are the most important in shaping trust in 

AI marketing. The impact of privacy is the top concern, highlighting that consumers are very 

worried about how AI-driven marketing affects their personal information. To build trust, it's 

essential to tackle these worries with strong data protection and clear policies. Privacy 

concerns rank as the second most significant factor, underlining the importance of transparent 

communication and strict privacy measures. Although awareness is the least influential factor, 

it still matters; educating consumers about AI practices can boost trust, but it’s not as crucial 

as addressing privacy issues. A well-rounded strategy that prioritizes privacy and awareness 

can help marketers foster a trustworthy and consumer-focused AI marketing landscape. 
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Model Accuracy: 67.53% 

The heatmap shows the correlation between trust and key factors, while the feature 

importance plot highlights which factors most influence trust. The model achieved an 

accuracy of 67.53%, indicating moderate predictive power. 

Table No.2 – Percentage distribution of trust levels within each group 

 Neutral  Not at all  Not Much  Somewhat  Very much  

Below 

18 

25 0 20 10 45 

18-25 35.234899328

9 

2.013422818

8 

10.06711409

4 

33.892617449

7 

18.791946308

7 

25-35 37.5 0 0 43.75 18.75 

35-45 11.1111111111 0 0 50 38.888888888

9 

Abov

e 45 

0 0 0 52.941176470

6 

47.058823529

4 

Source – Computed Data 

 

 

 

 

 

 

 

 

 

 

Chi-square test results: 

Chi-square statistic: 40.821744097635595 

p-value: 0.000589923145641274 

Degrees of freedom: 16 

Null Hypothesis (H₀): There is no significant relationship between age and trust in AI 

marketing tools. 

Interpretation - The chi-square test indicates a statistically significant relationship between 

age and trust in AI marketing tools (p-value < 0.001), indicating that age is a critical factor 

determining trust. Older age groups (above 45) have the highest trust levels, with no one having 

low trust. The most diverse trust distribution is observed among the 18–25 age group, while 

middle-aged groups (35–45) trend towards higher trust. The visualization reinforces such 

findings, clearly showing different patterns of trust for different age groups, thus reinforcing 

the importance of age in building perceptions of AI marketing tools. 

 

 

 

 

 

Table No. 3 - KMO and Bartlett's Test 

Kaiser-Meyer-Olkin Measure of Sampling 

Adequacy. 

.802 

Bartlett's Test of 

Sphericity 

Approx. Chi-Square 1093.844 

df 55 

Sig. .000 
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(Computed data)  

Interpretation - The Kaiser-Meyer-Olkin (KMO) Measure of Sampling Adequacy is 0.802, 

which is above the acceptable threshold of 0.6. This indicates that the sample size is adequate 

for factor analysis. 

The Bartlett’s Test of Sphericity has a chi-square value of 1093.844, with 55 degrees of freedom 

and a significance level of 0.000. This suggests that the correlation matrix is significantly 

different from an identity matrix, justifying the use of factor analysis. 

 

Table No.4 - Total Variance Explained 

Component 

Initial Eigenvalues 

Extraction Sums of 

Squared Loadings 

Total % of Variance Cumulative % Total % of Variance 

1 3.904 35.491 35.491 3.904 35.491 

2 1.193 10.843 46.334 1.193 10.843 

3 1.028 9.345 55.679 1.028 9.345 

4 .943 8.575 64.254   

5 .822 7.476 71.730   

6 .753 6.844 78.574   

7 .684 6.215 84.789   

8 .497 4.514 89.303   

9 .457 4.152 93.455   

10 .379 3.443 96.898   

11 .341 3.102 100.000   

(Computed Data) 

Interpretation - Three components have eigenvalues greater than 1, explaining 55.679% of 

the total variance: 

• Component 1 explains 35.491% of the variance. 

• Component 2 explains 10.843% of the variance. 

• Component 3 explains 9.345% of the variance. 

These three components cumulatively account for a substantial portion of the variance in the 

data, suggesting that they are the most meaningful underlying factors. 
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Table No.5 - Total Variance Explained 

Compone

nt 

Initial Eigenvalues 

Extraction Sums of Squared 

Loadings 

Rotation Sums of Squared 

Loadings 

Total 

% of 

Variance 

Cumulative 

% Total 

% of 

Variance 

Cumulative 

% Total 

% of 

Variance 

Cumulative 

% 

1 3.904 35.491 35.491 3.904 35.491 35.491 2.367 21.515 21.515 

2 1.193 10.843 46.334 1.193 10.843 46.334 2.197 19.976 41.491 

3 1.028 9.345 55.679 1.028 9.345 55.679 1.561 14.188 55.679 

4 .943 8.575 64.254       

5 .822 7.476 71.730       

6 .753 6.844 78.574       

7 .684 6.215 84.789       

8 .497 4.514 89.303       

9 .457 4.152 93.455       

10 .379 3.443 96.898       

11 .341 3.102 100.000       

(Computed Data) 

Interpretation - The rotation improves the interpretability of components by redistributing the variance among 

factors: 

• Component 1 (Privacy Policies): After rotation, this accounts for 21.515% of the variance. 

• Component 2 (Trust in AI-powered Marketing): Accounts for 19.976% of the variance. 

• Component 3 (Trust in AI-driven Marketing Tools): Accounts for 14.188% of the variance. 

The rotated solution aligns the variables more clearly with specific factors, aiding in interpretation. 
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(Computed Data) 

Interpretation - The rotated component matrix reveals the specific variables that load strongly 

onto each factor: 

 

1. Privacy Policies: 

• "To what extent do privacy policies impact your trust in AI-powered marketing?" (0.717) 

• "How much do you trust AI-driven marketing tools (e.g., chatbots, personalized ads)?" (0.708) 

 

 

 

Table No.6 - Rotated Component Matrix  Component 

           Variables  

 

Privacy 

policies 

Trust in 

AI-

powered 

marketing 

Trust in AI-driven 

marketing tools (e.g., 

chat-bots, personalized 

ads) 

To what extent do privacy policies impact your trust in AI-

powered marketing? 

.717   

How much do you trust AI-driven marketing tools (eg., chat-

bots, personalised ads)? 

.708   

Are you comfortable with AI-based personalised 

recommendations in online shopping or healthcare? 

.589   

Are you aware of how companies like Google,  Apple, or Meta 

use your data for marketing purposes? 

.545   

How concerned are you about data privacy in AI marketing 

communications? 

.511   

How do you feel about the use of generative AI (e.g., 

ChatGPT, DALL-E) in creating personalised advertisements or 

content? 

.492   

How important is it for companies to disclose that AI is being 

used in marketing strategies? 

 .803  

How important is having control over how your personal data 

is collected and used by AI-driven marketing platforms? 

 .781  

Have you ever changed your online behaviour (e.g., disabling 

cookies, using ad blockers) due to concerns about AI-powered 

marketing? 

  .823 

Which industry do you trust the most with your data in AI 

marketing? 

  .658 

Do you believe AI-driven marketing tools exhibit bias in their 

recommendations (e.g., favouring specific products or 

demographics)? 

  -.543 
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• "Are you comfortable with AI-based personalized recommendations in online shopping or 

healthcare?" (0.589). 

This component captures concerns about data privacy and its influence on trust in AI marketing. 

2. Trust in AI-powered Marketing: 

• "How important is it for companies to disclose that AI is being used in marketing strategies?" 

(0.803) 

• "How important is having control over how your personal data is collected and used by AI-

driven marketing platforms?" (0.781). 

These variables represent transparency and user control over data usage in AI marketing. 

3. Trust in AI-driven Marketing Tools: 

• "Have you ever changed your online behavior (e.g., disabling cookies, using ad blockers) due 

to concerns about AI-powered marketing?" (0.823) 

• "Which industry do you trust the most with your data in AI marketing?" (0.658). 

This component relates to behavioral adaptations and trust levels in specific industries using 

AI. 

 

 

 

(Computed Data) 

Interpretation - The component transformation matrix provides the correlations between the 

rotated and unrotated components. Key insights include: 

• Privacy Policies show a high positive correlation with both trust-related components (Trust in 

AI-powered marketing and Trust in AI-driven marketing tools). 

• Trust in AI-driven marketing tools shows strong independence, as evidenced by the relatively 

high unique loading in the rotated solution. 

The factor analysis identified three clear components: Privacy Policies, Trust in AI-

powered Marketing, and Trust in AI-driven Marketing Tools. Together, these provide a 

comprehensive understanding of the dimensions affecting trust in AI marketing 

communication. The rotated solution clarifies the relationships among variables, highlighting 

critical areas like privacy concerns, transparency, and trust in specific tools or industries. 

Table No.7 - Component Transformation Matrix 

Component 

Privacy 

policies 

Trust in AI-

powered 

marketing 

Trust in AI-driven 

marketing tools (e.g., chat-

bots, personalized ads) 

Privacy policies .680 .634 -.369 

Trust in AI-powered 

marketing 

.224 .300 .927 

Trust in AI-driven 

marketing tools (e.g., 

chat-bots, personalized 

ads) 

.698 -.713 .062 
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(Computed data) 

1. Factor Score 1 (Privacy Policies): 

• Between Groups: The sum of squares is 14.962, with 4 degrees of freedom, and the mean 

square is 3.741. 

• Within Groups: The sum of squares is 369.038, with 380 degrees of freedom, and the mean 

square is 0.971. 

• F-Statistic: The F-value is 3.852, and the p-value (Sig) is 0.004. 

Interpretation: Since the p-value is less than 0.05, there is a significant difference in Privacy 

Policies factor scores across the groups. 

2. Factor Score 2 (Trust in AI-powered Marketing): 

• Between Groups: The sum of squares is 1.854, with 4 degrees of freedom, and the mean square 

is 0.463. 

• Within Groups: The sum of squares is 382.146, with 380 degrees of freedom, and the mean 

square is 1.006. 

• F-Statistic: The F-value is 0.461, and the p-value (Sig) is 0.764. 

Interpretation: Since the p-value is greater than 0.05, there is no significant difference in Trust 

in AI-powered Marketing factor scores across the groups. 

3. Factor Score 3 (Trust in AI-driven Marketing Tools): 

• Between Groups: The sum of squares is 13.216, with 4 degrees of freedom, and the mean 

square is 3.304. 

• Within Groups: The sum of squares is 370.784, with 380 degrees of freedom, and the mean 

square is 0.976. 

• F-Statistic: The F-value is 3.386, and the p-value (Sig) is 0.010. 

Table No.8 - ANOVA  

 

Sum of 

Squares df 

Mean 

Square F 

Sig 

Privacy policies 

Between 

Groups 

14.962 4 3.741 3.852 .004 

Within 

Groups 

369.038 380 .971 
 

 

Total 384.000 384    

Trust in AI-powered 

marketing 

Between 

Groups 

1.854 4 .463 .461 .764 

Within 

Groups 

382.146 380 1.006 
 

 

Total 384.000 384    

Trust in AI-driven 

marketing tools (e.g., 

chat-bots, personalized 

ads) 

Between 

Groups 

13.216 4 3.304 3.386 .010 

Within 

Groups 

370.784 380 .976 
 

 

Total 384.000 384    
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Interpretation: Since the p-value is less than 0.05, there is a significant difference in Trust in 

AI-driven Marketing Tools factor scores across the groups. 

Table No.9 - Privacy policies 

Duncana,b   

Age N 

Subset for alpha = 0.05 

1 2 3 

25-35 32 -.2186167   

18-25 298 -.0594477 -.0594477  

Below 18 20 .2955725 .2955725 .2955725 

35-45 18  .4170134 .4170134 

above 45 17   .6643211 

Sig.  .081 .106 .213 

(Computed Data) 

Interpretation - Factor Score 1 (Privacy Policies): 

• Age groups show significant variation in perceptions related to privacy policies. 

• The group "25–35" has the lowest mean factor score (-0.2186), indicating less sensitivity or 

concern about privacy policies compared to other groups. 

• The "18–25" and "Below 18" groups show moderate mean scores (-0.0594 and 0.2956, 

respectively), with overlap between their subsets, suggesting similar levels of concern. 

• The "35–45" group has a higher mean score (0.4170), and the "Above 45" group has the highest 

score (0.6643), indicating the greatest concern about privacy policies among older age groups. 

• The significance values across subsets (0.081, 0.106, and 0.213) indicate moderate differences 

between groups, with a trend of increasing privacy concerns with age. 

Table No.10 - Trust in AI-powered marketing 

Duncana,b   

Age N 

Subset for alpha = 0.05 

1 

Below 18 20 -.0838353 

25-35 32 -.0246723 

18-25 298 -.0158552 

above 45 17 .1400264 

35-45 18 .2672573 

Sig.  .277 

(Computed Data) 

Interpretation - Factor Score 2 (Trust in AI-powered Marketing): 

• No significant differences in trust in AI-powered marketing are observed across age groups, as 

all groups fall into a single subset. 

• Mean scores range from -0.0838 ("Below 18") to 0.2672 ("35–45"), with the "Above 45" group 

showing a moderate positive score (0.1400). 
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• The overall lack of significant differences (p = 0.277) suggests that trust in AI-powered 

marketing tools is relatively consistent regardless of age. 

 

 

 

Table No.11 - Trust in AI-driven marketing tools (e.g., chat-bots, 

personalized ads) 

Duncana,b   

Age N 

Subset for alpha = 0.05 

1 2 3 

35-45 18 -.5568266   

Below 18 20 -.4655013 -.4655013  

18-25 298  .0232939 .0232939 

above 45 17   .2372132 

25-35 32   .2612096 

Sig.  .743 .080 .425 

(Computed Data) 

Interpretation - Factor Score 3 (Trust in AI-driven Marketing Tools): 

• The "35–45" group has the lowest mean factor score (-0.5568), indicating the least trust in AI-

driven marketing tools. 

• The "Below 18" group also shows lower trust (-0.4655), forming an overlapping subset with 

the "35–45" group. 

• The "18–25" group shows a moderate mean score (0.0233), while the "Above 45" (0.2372) and 

"25–35" (0.2612) groups show the highest levels of trust. 

• The significance values (0.743, 0.080, and 0.425) suggest moderate differences, with younger 

and middle-aged groups showing lower trust compared to older age groups. 

 

Findings and Suggestions  

Findings 

The analysis highlights significant insights into trust dynamics, privacy concerns, and age-wise 

variations in perceptions of AI-driven marketing tools: 

1. Correlation Heatmap Analysis: 

• Trust in AI marketing shows a moderate positive correlation with perceived privacy impact 

(0.44), emphasizing privacy's central role in trust-building. However, weak correlations with 

awareness (0.075) and privacy concerns (0.00084) indicate these factors play a lesser role in 

fostering trust. 

• Awareness marginally enhances perceptions of privacy impact (0.11) but negatively correlates 

with privacy concerns (-0.089), showing its nuanced effect. Privacy impact and privacy 

concerns show a weak negative correlation (-0.18), suggesting that perceived privacy risks 

might reduce concerns, potentially due to increased familiarity or acceptance. 

2. Age-wise Trust Patterns: 
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• Older age groups, especially those above 45, exhibit the highest trust levels in AI marketing, 

as evidenced by no "low trust" responses and a significant concentration in the "Very Much" 

category (47.05%). 

• Conversely, younger groups, particularly those aged 18–25, show diverse trust levels, with the 

highest proportion in the "Neutral" category (35.23%), reflecting uncertainty or mixed 

perceptions. 

• Chi-square results (p < 0.001) confirm a statistically significant relationship between age and 

trust, indicating that age is a key determinant in shaping trust in AI marketing tools. 

3. Factor Analysis and Rotated Matrix: 

Three components explain 55.67% of the variance: 

• Privacy Policies (21.51%): This dimension reveals that privacy-related concerns, such as 

policies and comfort with personalized recommendations, strongly influence trust. 

• Trust in AI-powered Marketing (19.98%): Factors like transparency and control over data 

collection significantly affect trust perceptions. 

• Trust in AI-driven Tools (14.18%): Behavioral adaptations, such as using ad blockers, and trust 

in industries handling AI marketing emerge as key drivers of trust. 

The rotated matrix reveals privacy policies as the most influential component, followed by 

transparency in AI practices. 

4. ANOVA and Duncan Test Results: 

• Privacy Policies (Factor Score 1): Significant differences across age groups (p = 0.004). The 

"25–35" group shows the least concern (-0.2186), while older groups (above 45) are the most 

concerned (0.6643). 

• Trust in AI-powered Marketing (Factor Score 2): No significant differences across age groups 

(p = 0.277), indicating consistent trust perceptions. 

• Trust in AI-driven Tools (Factor Score 3): Moderate differences (p = 0.01) are observed, with 

the "35–45" group showing the least trust (-0.5568), while older age groups exhibit higher trust. 

5. KMO and Bartlett's Test: 

• The KMO value (0.802) confirms sampling adequacy, and Bartlett’s Test (p < 0.001) supports 

the validity of factor analysis. 

 

Suggestions 

1. Enhance Privacy Policies: 

Given the significant role of privacy concerns in shaping trust, companies should prioritize 

robust and transparent privacy policies. Clear disclosures about data usage, robust data 

protection mechanisms, and compliance with global standards like GDPR can build consumer 

confidence. 

2. Focus on Transparency: 

Organizations must emphasize transparency by disclosing AI usage in marketing strategies. 

Providing users with control over data collection and usage, such as opt-out options and 

consent-driven practices, can further enhance trust, especially in younger demographics. 

3. Targeted Awareness Campaigns: 

Awareness plays a moderate role in influencing trust. Tailored campaigns explaining the 

benefits and ethical practices of AI in marketing can address the skepticism observed among 
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younger and middle-aged groups. Highlighting real-world applications, especially in trusted 

industries like healthcare, can also build confidence. 

4. Age-Specific Strategies: 

• For younger groups (18–25), focus on reducing ambiguity by emphasizing the benefits and 

ethical considerations of AI marketing. 

• For older groups (above 45), reinforce trust through personalized engagement and reassurance 

about robust privacy measures. 

• Middle-aged groups (35–45) require a blend of strategies addressing both skepticism and trust-

building. 

5. Industry-Specific Trust Building: 

Sectors with higher trust levels, such as healthcare, should be leveraged as benchmarks. 

Sharing best practices and success stories from these industries can inspire trust in other sectors. 

 

6. Continuous Monitoring and Feedback: 

Trust in AI marketing is dynamic; hence, regular surveys and feedback mechanisms are 

essential to adapt strategies to evolving consumer perceptions. 

Conclusion 

The incorporation of AI into marketing communications presents significant opportunities but 

also brings forth intricate ethical dilemmas. Through a detailed examination of Google, Apple, 

and Meta, coupled with sector-specific observations and feedback from consumer surveys, this 

study puts forth a thorough structure aimed at assisting enterprises in embracing ethical AI 

marketing strategies. By taking into account local regulations, industry-specific requirements, 

and the latest AI technologies, the paper lays out a strategic plan for organizations aiming to 

maneuver through the dynamic realm of AI-powered marketing while maintaining ethical 

integrity. In conclusion, addressing privacy concerns, promoting transparency, and tailoring 

strategies to different age groups are crucial for fostering trust in AI-driven marketing. These 

efforts can pave the way for a consumer-centric, ethical, and trustworthy AI marketing 

ecosystem. 
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