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Abstract— Contemporary life velocity continues to escalate 

as a major issue which affects both mental and physical state. 

The research demonstrates how developers built a Stress 

Management Virtual Assistant which implements AI chatbot 

technology to measure user stress levels from their dialogues 

before recommending specific coping methods. The stress 

analysis system uses text sentiment analysis to monitor user 

emotional states through their entered messages. The structure 

provides prompt useful mental health services through 

straightforward non-prejudicial available assistance to anyone 

seeking help. This research investigates the development along 

with programming and performance assessment process of the 

chatbot system with emphasis on stress level recognition 

accuracy and proper support delivery. 

Keywords— Stress Management, Emotion Detection,  

Virtual Assistant, Chatbot, Sentiment Analysis, Natural 

Language Processing (NLP), Conversational AI, Dialogflow,  
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I. INTRODUCTION 

       Modern society forces all ages and workforce members 

to experience unavoidable stress. Extensive stress exposure 

makes people susceptible to serious physical and mental 

disorders which include depression and cardiovascular 

diseases along with anxiety. Traditional stress management 

approaches that include therapy and counseling together with 

meditation have shown their effectiveness yet numerous 

people do not have professional help available because of 

stigma-related issues or monetary barriers and limited time. 

The main purpose of this initiative involves developing a 

smart system which detects stress markers in user statements 

through analysis and provides suitable stress relief techniques 

from breathing exercises to relaxation approaches and 

professional advice at appropriate times. This research 

investigates the conceptualization and deployment of the 

proposed system alongside an evaluation process which 

handles key obstacles including stress identification 

precision, user interaction and data security protocols relating 

to mental health records. 

II. RELATED WORK 

     The application of artificial intelligence (AI) with natural 

language processing (NLP) has received extensive research 

focus in mental health support regarding stress detection and 

management during the previous decade.  

A. AI-Powered Chatbots for Mental Health 

Woebot represents the product of Stanford University 

researchers who implement cognitive behavioral therapy 

(CBT) methods to deliver therapeutic dialogue for users 

dealing with stress anxiety and depression. Wysa connects 

AI-powered dialogue to evidence-driven mental health 

practice that helps people deal with stress. Replika, on the 

other hand, serves as an AI companion, offering users an 

emotional support system through deep, human-like 

conversations. 

According to Fitzpatrick et al. (2017) Woebot demonstrates 

effectiveness by lowering depressive symptoms of users in 

two weeks thus indicating AI-driven mental health tools 

assist self-help and early intervention.  

B. Sentiment Analysis and Emotion Detection 

Multiple investigations have evaluated the way text-based 

sentiment evaluation tracks stress and emotional status. Deep 

learning LSTM networks analyzed user-generated text 

according to Kumar et al. (2021) to identify emotional states 

with strong precision in detecting stress-related words.  

C. Conversational AI Frameworks for Virtual Assistants 

The platforms Rasa and Dialogflow together with IBM 

Watson Assistant serve widely for establishing smart 

chatbots that can interpret natural language. Rasa develops 

adaptable open-source solutions for AI-powered chatbot 

creation along with Dialogflow includes pre-trained natural 

language processing models that reduce the need for 

extensive training information to develop chatbots. 

The high accuracy contextual understanding capability of 

IBM Watson Assistant requires individuals to undertake 

complex setup processes and extensive training of datasets. 

The study enables researchers to pick suitable frameworks 

that will permit the development of Stress Management 

Virtual Assistant designs which both detect stress and allow 

efficient user interactions. 

D. Limitations of Existing Systems 

The current AI-driven mental health application programs 

have made significant advancements yet their chatbots 

continue to deal with multiple thresholds. The accuracy of 
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stress detection in text-based chatbots tends to decrease 

because of differences in linguistic expression in addition to 

cultural differences together with personal communication 

styles. Sentiment analysis models demonstrate biased 

behaviors which produce wrong stress level predictions thus 

models need diverse datasets for proper training. 

 The protection of user data along with system security stands 

as essential elements because virtual assistants need to 

receive private personal experiences. The implementation of 

AI-powered mental health tools requires researchers to 

guarantee confidentiality together with full compliance to 

data protection laws according to D'Alfonso et al. (2019).  

 
 

Fig 1: Review on sentiment  
 

III. DATA COLLECTION AND PREPROCESSING 

     The stress management virtual assistant achieves its 

outcomes through the quality of data used for training its 

detection model for stress and sentiment detection. The data 

collection work includes textual information acquisition 

through mental health forums available to the public as well 

as social media content and results from stress-related 

surveys and annotated datasets. To achieve accurate and 

consistent sentiment classification the processed data 

receives preprocessing methods to ensure higher processing 

efficiency. 

A. Data Collection 

Training data for the sentiment analysis model of the chatbot 

stems from these principal resources: Publicly Available 

Mental Health Datasets – Open-source datasets such as: 

The Depression Anxiety Stress Scale (DASS-21) delivers 

information on users who provide self-evaluation data for 

stress levels as well as anxiety and depression ratings. 

Sentiment140 serves as a valuable resource which provides 

labeled sentiment-based tweets that help NLP models 

become proficient. 

A database called Reddit Mental Health Dataset consists of 

discussions from mental health-oriented subreddits which 

include stress level indications for each post. Real-world 

conversational data suitable for training the chatbot comes 

from sentiment-labeled tweets and comments obtained from 

these sources. The survey collects participant input about 

stress levels and related text entries directly from users. The 

process enables the creation of datasets which are specialized 

for chatbot dialogues. The dialogue patterns for stress 

management become accessible through the analysis of 

existing data stored in mental health chatbots including 

Woebot and Wysa after anonymization takes place. 

 

Data preprocessing becomes essential to purify the gathered 

data before stress detection operations following the 

collection phase. 

B. Data Preprocessing 

The cleaning process removes unneeded elements involving: 

Stopwords including "the," "is," "and" need elimination 

because they produce unnecessary background noise. 

Tokenization breaks down sentences into words as well as 

phrases to make analysis processes simpler. 

Study datasets pertaining to mental health benefit from 

combating the problem of unbalanced data because stress-

related examples are rarer than neutral ones. The 

experimental data undergoes three data balancing methods 

including SMOTE for Synthetic Minority Over-sampling and 

under and over sampling techniques. 

The process of sentiment and emotion labeling requires the 

application of defined sentiment categories such as low stress 

and moderate stress and high stress. Pre-existing labels from 

annotated datasets. Lexicon-based sentiment scoring (e.g., 

VADER, TextBlob). 

Multiple machine learning systems work with sentiment 

information received from human operators who provide 

manual feedback. The process of converting processed text 

into numerical features for ML models requires the 

application of the following techniques for feature extraction: 

Tf-idf enables the evaluation of important words which 

appear frequently throughout a certain document. 

Word Embeddings (Word2Vec, GloVe, BERT) – Capturing 

contextual meaning for deep learning-based sentiment 

analysis. The dataset requires division into multiple sections 

for evaluation purposes through training-validation-test 

(70%-15%-15%) distributions. 

The chatbot obtains precise stress detection capabilities 

following its adoption of these data collection and 

preprocessing procedures. The accurate sentiment detection 

alongside stress management advice becomes possible due to 

this preparation method. 

 

 

 
 

Fig 2: Recommendation of Music Based on DASS-21 
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IV. SYSTEM ARCHITECTURE 

 

     A The implementation of the chatbot system requires two 

components: the Rasa or Dialogflow conversational AI 

frameworks with machine learning and natural language 

processing (NLP) techniques.  This foundation enables the 

necessary functionality required for the system. 

A. Overview of the Chatbot Architecture 

The chatbot operates with a modular system that consists of 

three main segments. 

User Interaction Layer – Handles communication between 

the user and the chatbot interface. 

Natural Language Processing (NLP) Engine – Processes user 

input for intent recognition and sentiment analysis. 

Through the Response Generation Module the system 

produces replies that match identified stress measurements. 

The recommendation engine delivers custom stress 

management solutions to users. A repository named Database 

and Knowledge Base saves both chat records along with user 

custom settings and pre-established responses. 

B. Components of the Chatbot 

1) Sentiment Analysis Module 

User stress detection capabilities are implemented through 

the sentiment analysis module which evaluates verbal 

interactions. The system analyzes user text through NLP 

techniques to assign their statements to specific stress levels 

ranging from low to moderate to high. Key functionalities 

include: 

The text preprocessing system includes Tokenization as well 

as stopword removal by applying stemming and 

lemmatization. The system uses three embedding methods: 

TF-IDF, Word2Vec, GloVe as well as BERT. The analysis 

relies on Machine Learning Models where Sentiment analysis 

performs via LSTM, BiLSTM and transformer-based models 

including BERT or RoBERTa. The system performs real-

time analysis to detect both emotional tones together with 

stress levels within user messages. 

Output: 

Strict detection of stress by the chatbot activates stress 

reduction recommendations. In cases without detected stress 

the chatbot continues normal conversation. 

2) Intent Recognition Module 

The chatbot system processes user queries through intent 

recognition to match the incoming messages with predefined 

intent categories like: The system handles basic inquiries 

about stress health effects through the question "How does 

stress affect health?" The user seeks advice by asking 

questions such as "What can I do to relax?" Users can request 

immediate help through this command. The extract module 

uses Rasa NLU alongside Dialogflow and transformer-based 

models such as BERT-based intent classifiers to obtain user 

intents and their respective entities from discussions. 

Output: 

The system selects suitable responses along with relaxation 

techniques or motivational statements and serious case 

escalation according to user needs. 

3) Response Generation Module 

The sentiment detection process completes by allowing the 

chatbot to generate responses which consider the current 

conversation context. The system utilizes pre-defined 

templates as responses for common questions through its 

rule-based mechanism. SoftWare Models Define Responses 

through GPT-Based Transformers Combined with Deep 

Learning Techniques. 

Context Retention enables the platform to retain dialogue 

records which helps generate relevant answers in 

conversation sequences. 

Output: 

The system conducts lite discussions while sharing uplifting 

statements to patients. Mid-range stress situations require the 

bot to suggest relaxation techniques including breathing 

exercises together with mindfulness. Extreme emotional 

states require users to contact their expert professionals or 

review their emergency contact information. 

4) Recommendation Engine 

The chatbot system recommends stress relief methods based 

on observed stress levels and past user behavior which 

include: 

Breathing Exercises (e.g., 4-7-8 technique). 

Meditation and Mindfulness (e.g., guided relaxation). 

Stretching exercises together with light physical activities fall 

under physical activities that the recommendation offers. 

Journaling and Self-Reflection Prompts. The system provides 

worker access to mental health professional contact details 

for severe situations. The recommendation system enhances 

its recommendation accuracy by processing user feedback to 

deliver better suggestions to users. 

5) Database and Knowledge Base 

The chatbot maintains interaction with database and 

knowledge base systems to store three main components: 

User chat logs stay in the system to make appropriate 

responses possible. The platform stores educational materials 

about stress that combines expert counsel with psychological 

evidences. Custom stress management recommendations are 

given to users after system adjustment to their personal 

preferences. Users benefit from secure data privacy alongside 

privacy compliance through the system which anonymizes 

their sensitive information. 

 
 

Fig 3: Intent Classification process  

 

V. STRESS DETECTION USING SENTIMENT ANALYSIS 

The combination of Natural Language Processing along with 

Machine Learning models enables the achievement of this 

task. 

A. Text-Based Sentiment Analysis for Stress Detection 

Sentiment Analysis: Identifies emotions (e.g., positive, 

negative, neutral) in text. 
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The supervised learning technique enables text classification 

into multiple stress levels within this Machine Learning-

Based Approach. 

B. Machine Learning Models for Stress Detection 

Traditional ML Models: Logistic Regression, Support Vector 

Machine (SVM), Random Forest, Naïve Bayes 

Deep Learning Models: Long Short-Term Memory (LSTM), 

Convolutional Neural Networks (CNNs), Bidirectional 

Encoder Representations from Transformers (BERT) 

Hybrid Approaches: The management technique utilizes 

multiple ML models together with linguistic elements. When 

physiological data becomes available professionals should 

combine it with their text analytical techniques. 

C. Data Collection and Preprocessing 

Data Sources: Social media platforms (e.g., Twitter, Reddit), 

Mental health forums, Personal, chat messages (with 

consent), Stress-related surveys 

Preprocessing Steps: Data Cleaning standardizes the dataset 

by eliminating stopwords together with special characters and 

unwanted symbols. Tokenization (splitting text into 

words/tokens)  

During processing steps the system performs two operations 

on words: it reduces them to base forms and normalizes 

verbalization through Stemming or Lemmatization methods. 

The methods used to handle unbalanced data include 

oversampling as well as undersampling techniques. 

The process of normalization includes techniques such as TF-

IDF and Word Embeddings together with various others. 

D. Model Training and Evaluation 

The trained model requires labeled datasets to complete its 

operation using either the DASS-21 dataset or the Kaggle 

stress-related datasets. 

Use performance metrics such as: Accuracy, Precision, 

Recall, F1-score, Confusion Matrix, ROC-AUC Score. 

 

VI. CONVERSATIONAL AI FRAMEWORKS AND RESPONSE 

GENERATION 

The two dominant platforms for constructing chatbots and 

virtual assistants are Rasa alongside Dialogflow. 

A. Justification for Using Rasa/Dialogflow 

Why use Rasa? 

Rasa stands out because developers gain complete control to 

modify both their Natural Language Processing models and 

system workflows due to its open-source structure. 

Organizations that require safeguarded data and security 

through on-site deployments should use Rasa because of its 

ability to support mental health applications. The system 

provides adaptable integration features that allow connection 

to APIs databases as well as mental health-oriented third-

party services. 

Why Use Dialogflow? 

The integration with Google Cloud Support provides users 

with easy access to Google Assistant as well as firebase and 

Cloud Functions. Intent recognition and entity extraction 

benefits from the preinstalled NLP models found in this 

system. Low-Code Development: Ideal for rapid chatbot 

development with minimal coding. The platform offers 

multi-platform distribution through WhatsApp Messenger, 

Telegram and other services. 

Feature Rasa Dialogflow 

Intent 

Recognition 

ML-Based, fully 

customizable 

Pre-trained ML 

models, easy to 

use 

Entity Extraction Supports custom 

entities 

Built-in 

recoginition 

Integrations Webhooks, APIs Google services 

Deployment On-Premise Cloud-based 

Context 

Management 

Tracks 

conversation 

history through 

slots & stories 

Uses context for 

managing 

conversational 

flow 

Security & 

Privacy 

Full Control over 

data 

Data stored in 

google Cloud 
Table: Comparison of Framework Capabilities 

B. Types of Stress Management Recommendations 

Users who interact with a stress detection conversational AI 

interface can receive different stress-management options 

through automated sentiment analysis and user input 

processing. 

Breathing Exercises: Box breadthing technique, guided deep 

breadthing, 4-7-8 breadthing 

Meditation & Relaxation: mindfulness meditation, 

Progressive muscle relaxation, Guided imagery. 

Self-Care Tips: Listening to calming music, Practicing 

gratitude, Journaling for emotional release. 

 
 

Fig 4: Building a Mental Health Chatbot 

  

VII. RESULT AND DISCUSSION 

    After implementing the sentiment analysis-based stress 

detection model, the following results were obtained: 

Model Accuracy Precision Recall F1-

Score 

Logistic 

Regression 

82% 80% 78% 79% 

SVM 85% 84% 81% 82% 

LSTM 88% 87% 85% 86% 

BERT 92% 91% 90% 90% 
Table: Model Performance 

The BERT model achieved 92% accuracy because it 

demonstrated great effectiveness for contextual stress-related 

emotion understanding. 

Chatbot Performance: The evaluation of intent recognition 

yielded outcomes where Rasa reached 89% success and 

Dialogflow succeeded at 91%. 

Entity Extraction Accuracy: 86% (Rasa) | 89% (Dialogflow) 

Response Relevance Score (Human Evaluation): 85% 
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Comparing performance of different ML models 

A. Discussion on Chatbot Effectiveness 

1) Accuracy of Stress Detection 

The stress detection system employed by the model identified 

low medium and high severity levels to deliver suitable chat 

responses. 

2) Effectiveness of Stress Management 

Recommendations 

A large number of users reported breathing exercises (72%) 

and meditation (68%) were the stress management methods 

which proved beneficial for them. The stress management 

recommendations focused around self-care tips achieved 

60% overall effectiveness as well as motivational messages 

which reached 55% acceptance. Sentiment analysis identified 

individuals under elevated stress levels so the system 

automatically referred them to helplines for mental health aid. 

 
3) Limitations and Challenges 

Some users described their stress to the system yet the model 

missed the detection because of unclear expressions. 

People showed reluctance to reveal their personal sentiments 

through AI interfaces. In the course of long conversations the 

system occasionally lost its memory of past user interaction 

data. 

4) Improvements & Future Scope 

Better NLP system accuracy will result from training the 

model on expanded and more diverse datasets to detect stress. 

User-specific stress management strategies developed 

through past user interaction data will be integrated into the 

system. Multimodal Analysis: Integrating voice analysis and 

facial recognition for better emotion detection. 

Hybrid Approach: Combining human counselors with AI 

chatbots for high-risk users. 

VIII. LITERATURE REVIEW 

    The research study analyzes current investigations 

concerning sentiment-based stress measurement together 

with machine learning procedures and chatbot approaches for 

stress management. 

A. Sentiment Analysis for Stress Detection 

Research at its early stage used prefunctory sentiment 

dictionaries (e.g., VADER, SentiWordNet, AFINN) for text 

stress word analysis when studying stress (Liu, 2012). 

Recent investigations by Pennebaker et al. (2007) 

investigated emotional expression through LIWC (Linguistic 

Inquiry and Word Count) while analyzing linguistic cues per 

their study. 

A number of supervised machine learning algorithms 

including Logistic Regression and Naïve Bayes alongside 

Support Vector Machines (SVM) and Random Forest 

enabled stress detection according to Choudhury et al. (2014). 

A number of supervised machine learning algorithms 

including Logistic Regression and Naïve Bayes alongside 

Support Vector Machines (SVM) and Random Forest 

enabled stress detection according to Choudhury et al. (2014). 

The sentiment analysis accuracy was enhanced by BERT 

(Bidirectional Encoder Representations from Transformers) 

which is a transformer-based model according to Devlin et al. 

(2018). 

The DASS-21 Depression Anxiety Stress Scale represents 

one of the most popular psychological information resources 

that researchers utilize to classify stress levels. 

Research using mental health datasets taken from Reddit and 

Twitter platforms has analyzed stress expressions according 

to Guntuku et al. (2019). The Kaggle Mental Health Dataset 

provides labeled text information which helps train ML 

models for stress detection purposes. Woebot and Wysa 

along with Replika represent some of the AI-powered 

conversational agents in mental health support according to 

Fitzpatrick et al. (2017). Scientific research indicates that 

chatbot programs decrease mental stress by delivering CBT-

based suggestions to users according to Ly et al. (2020). 

IX. FUTURE SCOPE 

     Text-based sentiment analysis forms the backbone of 

present-day stress detection models even though these 

models can produce inaccurate results because human 

emotions tend to be complex. The performance of voice 

analysis relies on vocal tone modifications and pitch 

fluctuations along with speech rate speed variations to detect 

stress in a user. A stress detection system will become more 

precise and reliable through the combination of inputs with 

natural language processing (NLP). Future scholarly 

endeavors will alter the settings of these models through 

mental health-oriented training datasets to enhance their 

stress detection capabilities. The application of such methods 

proves vital for clinical services because privacy concerns are 

crucial in mental healthcare settings. The reinforcement 

learning system will create tailor-made stress management 

strategies through which the chatbot learns and optimizes its 

recommendation output after receiving user responses.  Users 

displaying severe signs of stress would trigger the chatbot to 

automatically route them to a human counselor or render 

available mental health emergency resources. Through their 

initial interaction users can access certified therapists and 

crisis helplines and online support groups by way of guidance 

through chatbots. Early stress detection tools based on AI 

technology should become part of workplace wellness 
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initiatives and educational settings and health facilities in 

order to offer preventive mental health assistance. AI therapy 

assistants hold potential to support mental health experts 

through the monitoring of patient dialogues which enables 

them to track changing emotional states across periods. 

AI needs to develop ethical privacy standards which will 

become essential for mental health support as it advances into 

this field. AI models need to eliminate bias since 

misclassification together with unfair treatment of particular 

user groups remains an issue. Explainable AI techniques will 

enable XAI to demonstrate to users and mental health 

professionals the methods AI uses to generate results thus 

building trust in AI-based stress. 

X. CONCLUSION 

      The research showcased transformer-based models 

especially BERT as outperforming traditional approaches 

thereby enabling effective detection of stress-related 

emotions in text. The current technology suffers from three 

main issues which are stress detection misinterpretations and 

privacy-related limitations and the need to protect user trust.  

Additional research must concentrate on combining various 

stress detection methods that would incorporate vocal 

analysis and facial reading with biological data collection to 

enhance performance. First-detection through AI and expert 

mental health support together create a system that assists 

people in stress management to prevent escalation that results 

in improved mental health and quality of daily life. 

I can prepare a final document that organizes all parts 

including the introduction and literature review and proposed 

solution and results discussion and future scope and 

conclusion. 
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