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Abstract 
Breast Cancer is a leading cause of death among women, so early and accurate detection 

of the cancer can help to decrease breast cancer mortality rates. In detection of 

abnormalities, computer-aided detection plays an especially significant role for 

radiologists. Screening programs helps to detect breast cancer early, thus enabling easier 

treatment and higher rates of survival as compared to late-stage cancers. This study aims 

to develop a novel approach for detection of breast cancer using K-Nearest Neighbors 

(KNN). This report is made by conducting a thorough literature review, employing 

appropriate research methodology, and prescribed an algorithm to predict the cancer on 

mammography images. We have achieved an accuracy of 68% using the proposed 

approach. 
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1. Introduction 
Breast cancer is a group of diseases in which tissue cells of breast split and modify in 

uncontrolled manner, producing mass or lump on breast. Majority of breast cancer starts 

in mammary glands(lobules) or in channels that connect the lobules to the nipple. Breast 

cancer can be divided into two groups: normal and abnormal and it can be divided into 

two categories: benign (not dangerous) and malignant (cancer). (Saeys et al., 2007)Benign 

tumors have slow growth and typically they do not spread across different parts of the 

body and do not invade neighboring tissues. Nowadays, with the aid of image processing 

and learning techniques, tumors can be easily detected and diagnosed and can assist in 

enhancing the accuracy of diagnosis of breast cancer. Medical imaging is a field that makes 

use of specific techniques which are used to analyze the human body to track, diagnose, 

or treat a disorder. (Drucker et al., 1999)Recent advances in machine learning and artificial 

intelligence have had a significant impact on the medical industry, including the 
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processing of medical pictures. The biggest cause of cancer-related fatalities among 

women globally is breast cancer. For better treatment results and survival rates, breast 

cancer must be identified early and properly classified. Using medical imaging datasets 

like the mini-Mammographic Image Analysis Society (MIAS) dataset, machine learning 

algorithms have showed promise in the categorization of breast cancer. One such approach 

is the k-Nearest Neighbors (KNN) algorithm. The goal of this study is to create a more 

precise and effective breast cancer detection system utilizing the mini-MIAS dataset and 

the KNN algorithm, which may improve patient diagnosis and treatment planning. A 

mammogram, also known as a mammography test, aids in the early detection and 

diagnosis of breast cancer in women. It is a human breast x-ray that creates a breast picture 

using low dose x-rays (Dheeba et al., 2014b). While diagnostic mammograms are carried 

out on patients with erratic symptoms or breast nodules, screening mammograms are 

beneficial in determining the cancer risk in women without obvious symptoms. This 

results in an image that displays the fibro gland region, pectoral muscle, soft tissue, dense 

tissue, etc. Professional radiologists can review these mammograms to see whether the 

breast contains any irregularities. Two or more mammograms with some improvement 

over one or two years may indicate early cancer. Early detection of substantial alterations 

in cancer allows for the prevention of more rigorous treatments and an increase in the 

likelihood that a breast cancer patient will survive. All women over 40 should have a 

mammogram once a year, according to the American Cancer Society. During a 

mammography, dense breast tissue may appear white or light grey. Mammograms of 

younger women who appear to have bigger breasts may be easier to view as a result. 

Machine learning is being utilized in medicine to identify breast cancer. According to  

(Tapak et al., 2019), machine learning is a subfield of artificial intelligence that employs 

logical, statistical, and mathematical methods to enable computers to learn from data 

without the need for programming(Montazeri et al., 2013) . Machine learning connects the 

learning problem from data samples to the general principle of inference. In order to make 

the computer learn from experience, Arthur Samuel coined the phrase "machine learning" 

in 1959. He then incorporated artificial intelligence into games and pattern recognition 

algorithms. Predictions or choices informed by the data are the main objectives of machine 

learning. Machine learning has developed into a potent modelling tool for issues that are 

challenging to accurately describe (Montazeri et al., 2016)Naive Bayes, Trees Random 

Forest, 1-Nearest Neighbor, AdaBoost, Support Vector Machine, RBF Network, and 

multi-layer perceptron algorithms for machine learning were compared in a study by  

(Vatsa et al., 2005). Support Vector Machine, Logistic Regression, and a C5.0 Decision 

Tree model were employed in (Chao (Chao et al., 2014)  to forecast British Columbia's 

survival. The SVM categorization of breast cancer is the most used. Decision Tree (DT), 

Naive Bayes, Nearest Neighbor, Artificial Neural Network (ANN), Support Vector 

Machines (SVM), and set classifiers are ML approaches that are frequently used to create 

CAD systems (Saxena & Gyanchandani, 2020). 

 

2. LITERATURE REVIEW 
There are various algorithms developed to detect breast cancer. In their 2015 study, Smith 

et al. (Codella et al., 2015) concentrated on the use of a support vector machine (SVM) 

coupled with texture analysis for the categorization of breast cancer. To train and test their 

model, they probably used a dataset like DDSM (Digital Database for Screening 

Mammography). The main conclusions of their investigation showed that categorizing 

benign and malignant patients using SVM with texture analysis was highly accurate. They 

had achieved 92% accuracy in classifying benign and malignant cases. (Min et al., 2017) 

concentrated on using convolutional neural networks (CNNs), a subset of deep learning 
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techniques, for the classification of breast cancer. They utilized a dataset like IN breast, 

which is often used in studies on breast cancer. Their deep learning method, notably CNNs, 

produced encouraging outcomes. Their study's main conclusions showed that malignancy 

may be detected with excellent specificity and sensitivity. They attained a specificity of 

approximately 93%, showing the model's capacity to properly categorize benign instances, 

and a sensitivity of around 95%, suggesting the model's capacity to accurately detect 

malignant cases. In their 2018 study, Wang et al.(Wang et al., 2018) [13] investigated a 

hybrid model for classifying breast cancer that combines support vector machines (SVM) 

and convolutional neural networks (CNN). To train and test their model, they used a 

dataset like CBIS-DDSM (Curated Breast Imaging Subset of Digital Database for 

Screening Mammography). The main conclusion of their study suggested that employing 

the hybrid model would boost performance. They classified breast cancer patients with a 

high degree of accuracy by combining the advantages of SVM and CNN. However, their 

results were encouraging, achieving an accuracy of roughly 94.7%. (Guan et al., 

2020)present a novel ensemble model to enhance the precision and reliability of breast 

cancer diagnosis by combining several machine learning methods. The researchers make 

use of a BCDR dataset. To capitalize on the advantages of each approach, the proposed 

ensemble model integrates a variety of machine learning techniques, including support 

vector machines (SVM) (Doucet et al., 2007), artificial neural networks (ANN), and 

random forests. The model combines several methods in an effort to improve classification 

accuracy and reduce false positives and false negatives in the diagnosis of breast cancer. 

They have acquired an accuracy of 96.3% for breast cancer detection. 

 

3. METHODOLOGY 
In this section, we discuss the methodology, which is divided into five sequential steps, as 

outlined below: 

 

3.1 K-Nearest Neighbor  
 

A data sample is compared to other data samples using a distance metric in the K-Nearest 

Neighbor (k-NN) algorithm. In order to reduce the distance between two identical data 

samples and to increase the distance between two different data samples, a distance metric 

can be utilized. The typical Euclidean distance is typically used to calculate the separation 

between two data samples. The Euclidean distance between x and y will be provided by 

Equation 1 The nearest k-method is the name of this technique.  

𝐷(𝑥, 𝑦) = √(∑⌈𝑥𝑖 − 𝑦𝑗⌉

𝑛

𝑖=2

) 

                                                            ………………… (1) 

 

3.2 mini-MIAS Dataset  

 

A smaller version of the larger MIAS dataset, the mini-MIAS (Mammographic Image 

Analysis Society) dataset was developed for research and evaluation objectives in the field 

of mammography and computer-aided diagnostic (CAD) systems. Each patient had two 

photos obtained on different dates, totaling 322 digitized mammographic images from 161 

individuals. Images are stored in Portable Gray Map (PGM) format, with a resolution of 

1024x1024 pixels.  
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3.3 Methodology  

 

In this study, we used the mini-MIAS dataset to develop a novel approach for breast cancer 

classification using the k-NN algorithm. The first step in our methodology was to load and 

preprocess the images of the mini-MIAS dataset. We have considered those images having 

severity of abnormality label in dataset metadata. We have used the Python programming 

language and the scikit-learn, OpenCV, NumPy libraries. In the second step, we split the 

data into training and testing set with testing size 30%. In the third step, we train the KNN 

model for breast cancer classification. We used the scikit-learn library to implement the 

KNN algorithm with k=6.To evaluate the performance of the KNN algorithm, we used the 

following metrics: accuracy, precision, recall, and F1 score.  

 

3.4 Proposed Approach  

 

The proposed approach for the classification of breast cancer images using the mini-MIAS 

dataset is as follows. 3 

The implementation steps shown in Error! Reference source not found. are 

summarized as the following:  

1. Collect the mini-MIAS dataset.  

2. Labelling the dataset images into Benign and Malignant.  

3. Preprocessing the data a. Resize the images b. Flatten the images 

 4. Split the data into training and testing 

 5. Classify the data using KNN classifier and comparing their results. 

 
Figure 1. Soft Modules of the Proposed Algorithm 

3.5 Tool/Technology Details 

 

Python: Python is a popular programming language used for machine learning and has 

many libraries such as pandas, NumPy, OpenCV, Scikit-learn, and TensorFlow that can 

be used to implement various machine learning algorithms. 

Scikit-learn: Scikit-learn is another popular Python library for machine learning that 

provides various algorithms for classification, regression, and clustering. 

OpenCV: OpenCV is a huge open-source library for computer vision, machine learning, 

and image processing. 
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NumPy: NumPy is a general-purpose array-processing package. It offers a 

multidimensional array object with outstanding speed as well as capabilities for 

interacting with these arrays. It is the cornerstone Python module for scientific 

computing. 
 

4. Results and discussion 

 
In this report, we use the mini-MIAS (Mammographic Image Analysis Society) dataset, 

which is a smaller version of the larger MIAS dataset. The mini-MIAS dataset was 

developed for research and evaluation objectives in the field of mammography and 

computer-aided diagnostic (CAD) systems. Each patient had two photos obtained on 

different dates, totaling 322 digitized mammographic images from 161 individuals. Images 

are stored in Portable Gray Map (PGM) format, with a resolution of 1024x1024 pixels. A 

common approach to classify breast cancer images is use machine learning techniques, 

such as SVM, k-NN, ANN, DT, RF and LR to learn a mapping between the images and 

their corresponding labels. Once the model is trained, it can be used to predict the 

abnormality of new, unseen mammographic images. The results achieved from the mini-

MIAS dataset using the KNN classifier are given below see in Figure 2. 

 

 
Figure 2Model accuracy, F1-score, precision, recall 

5. Conclusion 
 

Our study used the mini-MIAS dataset and the KNN algorithm to examine the 

categorization of breast cancer into benign and malignant instances. This report was started 

so that we could take advantage of the dataset's rich information and assess how well the 

KNN algorithm performed for this particular purpose. We got encouraging findings from 

our investigation and learned more about the possibilities of this strategy. When used with 

the traits and annotations supplied in the mini-MIAS dataset, the KNN algorithm 

demonstrated its accuracy in classifying breast cancer patients. The simple implementation 

and understanding of the results were made possible by the KNN algorithm's simplicity 

and intuitiveness. We were able to learn important details about the effectiveness of the 

KNN method in this situation by making use of the dataset's diversity in terms of picture 

quality, breast density, and lesion kinds. In this report, we use the mini-MIAS 

(Mammographic Image Analysis Society) dataset, which is a smaller version of the larger 

MIAS dataset. The mini-MIAS dataset was developed for research and evaluation 

objectives in the field of mammography and computer-aided diagnostic (CAD) systems. 

Each patient had two photos obtained on different dates, totaling 322 digitized 

mammographic images from 161 individuals. Images are stored in Portable Gray Map 

(PGM) format, with a resolution of 1024x1024 pixels. A common approach to classify 

breast cancer images is to use machine learning techniques, such as SVM, k-NN, ANN, 
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DT, RF and LR to learn a mapping between the images and their corresponding labels. 

Once the model is trained, it can be used to predict the abnormality of new, unseen 

mammographic images. 

 

6. Future scope 

 
Further improvement in the model accuracy will be based on the augmentation of the 

dataset by collaborating with hospitals to gather images of mammographies from diverse 

backgrounds. Advanced algorithms in machine learning will be used for better 

performance, such as CNNs and SVMs. Techniques such as PCA for feature extraction 

and selection will be used for proper classification. Integration of multi-modal data, such 

as patient history and genetic information, can also be used to improve the accuracy of 

diagnosis. Development of a real-time CAD system with the integration of XAI techniques 

will make the model usable and reliable in clinical applications. 
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