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Abstract 

This paper introduces OccuSafe, a web-based platform that combines deep learning and 

explainable artificial intelligence (AI) to enhance the accuracy and accessibility of 

glaucoma detection. The system integrates a fine-tuned Convolutional Neural Network 

(CNN) with Local Interpretable Model-agnostic Explanations (LIME) to deliver both high-

performance predictions and interpretable diagnostic insights. Achieving a classification 

accuracy of 95.3%, the platform ensures reliable screening while fostering transparency 

through visual explanations of model decisions. Built using modern technologies such as 

FastAPI, React.js, and MongoDB, OccuSafe streamlines diagnostic workflows and 

promotes early detection and management of glaucoma, particularly in underserved 

populations. This research underscores the potential of AI-driven healthcare solutions to 

bridge gaps in accessibility and enhance patient outcomes globally. 
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1. Introduction 

Glaucoma is one of the leading causes of irreversible blindness worldwide, affecting over 

76 million individuals. It is often referred to as the "silent thief of sight" due to its 

asymptomatic progression until advanced stages. Early detection and timely intervention 

are crucial to preventing permanent vision loss. However, traditional glaucoma screening 

methods, such as intraocular pressure measurement, fundus imaging, and visual field tests, 

typically require expensive specialized equipment and expert interpretation. These 

limitations make effective screening inaccessible to many, particularly in underserved 

regions.The emergence of artificial intelligence (AI) in healthcare offers a promising 

solution to this challenge. AI-powered systems can automate diagnostic processes, 
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reducing the dependency on specialized expertise and equipment. However, a significant 

hurdle in adopting such systems is the "black-box" nature of AI models, which often lack 

transparency and interpretability. This limitation is critical in healthcare, where clinicians 

require a clear understanding of the decision-making process to trust and act on AI 

recommendations. 

To address these challenges, *OccuSafe* was developed as an AI-powered web-based 

platform for glaucoma detection. The platform leverages deep learning techniques for 

high-accuracy detection and explainable AI tools, such as Local Interpretable Model-

agnostic Explanations (LIME), to enhance interpretability. By integrating these features 

into a user-friendly web application built with modern technologies like FastAPI and 

React.js, “OccuSafe” aims to provide an accessible, scalable, and trustworthy solution for 

glaucoma screening. 

2. LITERATURE SURVEY 

Glaucoma detection has traditionally relied on traditional medical techniques like 

IOP measurement, visual field tests, and fundus imaging. These methods are 

expensive and require trained specialists, making widespread adoption challenging. 

However, deep learning, particularly Convolutional Neural Networks (CNNs), has 

revolutionized glaucoma detection by automating feature extraction and 

classification in medical images. Transfer learning is widely employed to overcome 

the challenge of limited labeled medical data. Pre-trained models like VGG16, 

ResNet, and InceptionV3 have achieved high sensitivity and specificity, making them 

promising tools for early glaucoma screening. 

Explainable AI (XAI) methods address the "black-box" nature of CNN-based systems 

by providing interpretable outputs that allow clinicians to understand the reasoning 

behind model predictions. Techniques like Local Interpretable Model-agnostic 

Explanations (LIME) and Gradient-weighted Class Activation Mapping (Grad-CAM) 

visually highlight critical regions in fundus images, fostering greater trust among 

clinicians. 

Modern glaucoma detection systems also integrate feedback mechanisms to improve 

performance over time. Databases like MongoDB store real-time user feedback, 

allowing models to refine their performance and reduce biases across diverse 

demographic groups. The *OccuSafe* project aims to overcome these limitations by 

combining CNN-based detection with LIME for explainability and deploying the 

system as a user-friendly web application. 

3.PROPOSED SYSTEM 

The proposed “OccuSafe” system is a comprehensive, web-based application designed to 

improve glaucoma detection by combining deep learning with explainable AI (XAI). This 

system addresses limitations in traditional methods by providing an accessible, 

transparent, and highly accurate diagnostic platform. The key features and components of 

the proposed system are described below 
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3.1 Deep Learning for Glaucoma Detection 

At the core of the system is a fine-tuned Convolutional Neural Network (CNN) based on 

VGG16 architecture, optimized through transfer learning. The model is trained to classify 

retinal fundus images into glaucomatous and non-glaucomatous categories with high 

accuracy. The network’s layers are adjusted to focus on glaucoma-specific features, while 

dropout layers are added for regularization to prevent overfitting.  

3.2 Explainable Artificial Intelligence (XAI) Integration 

To address the "black-box" nature of CNNs, OccuSafe incorporates Local Interpretable 

Model-agnostic Explanations (LIME) for interpretability. LIME highlights the regions in 

fundus images that influenced the model's predictions, providing localized and intuitive 

visual explanations. These explanations help clinicians verify the AI’s results, enhancing 

trust and usability. 

3.3 Web-Based Architecture for Accessibility 

OccuSafe leverages modern web technologies to ensure the system is user-friendly, 

responsive, and accessible on various devices:   

Frontend: Built using React.js, it provides an intuitive interface for image uploads, result 

visualization, and interaction with explanations.   

Backend: Implemented using FastAPI for efficient and asynchronous processing of 

images, model inference, and LIME generation.   

Database: MongoDB is used to store user feedback, performance metrics, and historical 

data for model improvement. 

3.4 System Performance Metrics: 

The system demonstrates high efficiency and reliability:   

Accuracy: 95.3%.   

Sensitivity: 94.8%.   

-Specificity: 95.7%.   

Average inference time: 1.2 seconds, with LIME explanation generation taking 2.5 

seconds, enabling real-time diagnostics. 

4.METHODOLOGY 

4.1 SYSTEM ARCHITECTURE  

The AI-driven glaucoma detection system consists of four main parts, providing 

precise diagnostic results. Users can upload fundus photos, read results, and decipher 

explainable visualizations on a responsive platform using React.js. FastAPI is used 
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for real-time processing, image preprocessing, model inference, and explainability 

tools. The system's key component is a refined deep learning model built on VGG16 

architecture, enhanced via transfer learning for high accuracy. 

4.2 TECHNOLOGY STACK 

The technology stack includes:   

Frontend: React.js for building a responsive and user-friendly client interface.   

Backend: FastAPI for managing API requests, preprocessing, and model inference tasks 

efficiently.   

Deep Learning Framework: TensorFlow for implementing the VGG16-based glaucoma 

detection model.   

Explainability Module: LIME (Local Interpretable Model-agnostic Explanations) for 

generating visual insights into the model’s decisions.   

By integrating FastAPI’s efficient backend handling, TensorFlow’s robust deep learning 

capabilities, and LIME’s explainability features into a seamless React.js frontend, this 

technology stack ensures a scalable, interpretable, and high-performance system for 

glaucoma detection. 

5.TOOLS AND TECHNOLOGIES USED 

5.1 Frontend Implementation:  

The frontend of *OccuSafe* is designed using React.js with TS to provide a dynamic, 

responsive, and intuitive user interface. Key features include the ability to upload and 

preview images for glaucoma detection, real-time display of LIME visualizations, and 

integration with the health assistant bot and pharmacy system. Additionally, it offers a 

streamlined interface for doctor appointment booking. To ensure efficient delivery and 

scalability, the frontend is bundled and served via a Content Delivery Network (CDN). 

5.2 Backend Implementation:  

The backend, developed with the FastAPI framework, handles core system logic and AI 

model inference. It hosts the glaucoma detection AI model and generates LIME 

visualizations for explainable outputs. The backend also includes logic for risk 

classification based on model confidence scores, along with APIs for appointment 
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scheduling and pharmacy management. Deployed on cloud platforms such as AWS or 

Azure, the backend ensures scalability, high availability, and efficient asynchronous 

processing. 

5.3 Database Implementation:  

The database uses MongoDB, a NoSQL schema-less structure, to store user data, 

feedback, and operational logs. It maintains diagnostic reports, appointment details, 

and historical data for performance tracking. Additionally, it manages real-time 

inventory updates for the pharmacy module. Hosted on a reliable cloud database 

service with backup and replication features, the database ensures data security, 

scalability, and continuous availability, supporting the platform’s robust 

functionality. 

6.WORKING  

 

Fig 1. Flowchart of the system 

STEP 1. Image Upload 

The user initiates the process by uploading a high-resolution fundus image via a React.js-

based frontend interface. The system ensures the image meets quality requirements, 

including proper resolution, format (e.g., JPG/PNG), and clarity. Once uploaded, the 

image is temporarily stored on the client side and sent to the backend as a request with 

metadata, such as user ID or timestamp, for processing. 

STEP 2. Preprocessing 

The FastAPI backend processes the uploaded image to prepare it for AI inference:   

- The image is checked for quality and integrity to ensure it is suitable for analysis.   
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- Preprocessing steps include resizing the image to a fixed input size of 224x224 pixels, 

normalizing pixel values, and enhancing contrast if necessary.   

- These transformations are performed using efficient libraries like Pillow or OpenCV, 

ensuring the image is optimized for model input. 

STEP 3. AI Model Prediction 

The pre-processed image is fed into a VGG16-based deep learning model fine-tuned for 

glaucoma detection:   

- The model outputs a probability score (between 0 and 1) representing the likelihood of 

glaucoma.   

- Based on a predefined threshold (e.g., 0.5), the result is classified as either "Normal" or 

"Glaucoma."   

- For detailed analysis, the system generates a risk category (Low, Moderate, or High Risk) 

based on the probability score. 

STEP 4. Explainable AI (LIME) Integration 

To ensure the AI model’s decision is interpretable, the system uses LIME to create a visual 

explanation of the prediction:   

- LIME segments the fundus image into superpixels and perturbs them to understand how 

each region affects the prediction.   

- It generates a heatmap highlighting areas of the image most critical to the model’s 

decision (e.g., the optic disc and retinal nerve fiber layer).   

- The output includes a confidence score and a superimposed heatmap on the original 

image, helping users visualize the regions contributing to the diagnosis. 

7.RESULT 

In terms of glaucoma detection, the OccuSafe platform performs exceptionally well, with 

high levels of accuracy, dependability, and user satisfaction. Based on the VGG16 

architecture and refined by transfer learning, the AI model achieves remarkable 95.3% 

accuracy, 94.8% sensitivity, and 95.7% specificity. Additionally, the system's robust 

ability to distinguish between glaucomatous and non-glaucomatous patients is 

demonstrated by its AUC-ROC score of 0.96. 
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In terms of processing efficiency, the system generates explanations using LIME in 

about 2.5 seconds, whereas inference times average 1.2 seconds. This makes the 

platform appropriate for both clinical and telemedicine applications by guaranteeing 

findings in almost real-time. 

 

 Furthermore, improved interpretability is made possible by the integration of LIME for 

explainable AI, with visual explanations emphasizing important regions of the fundus 

image. 

 

 

Fig 2. Interface of the Home Page 

 

Fig 3. Interface to upload the Fundus image of Glaucoma 

 

Fig 4. Result page of the Fundus image using LIME 
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Fig 5. Interface of the Health Assistant 

 

8. DISCUSSION & FUTURE WORK 

The platform is proposed to improve its capabilities by implementing advanced image 

quality validation, multi-disease classification, mobile application development, and 

advanced analytics dashboard. These enhancements aim to enhance the platform's 

ability to detect and reject images that do not meet resolution or centering standards, 

extend its accessibility to underserved regions, provide clinicians with detailed 

insights into system performance, usage trends, and patient outcomes, and integrate 

telemedicine features for remote consultations, allowing users to connect with 

healthcare providers directly through the platform. 

9. CONCLUSION  

The OccuSafe successfully established a web-based glaucoma detection system that 

merges deep learning precision with explainable AI, fulfilling the urgent demand for 

accessible and interpretable medical diagnostic solutions. By employing transfer learning 

with the VGG16 architecture, the system achieved impressive performance metrics, 

including 95.3% accuracy, 94.8% sensitivity, and 95.7% specificity, showcasing its 

effectiveness in glaucoma detection. The integration of Local Interpretable Model-

agnostic Explanations (LIME) offered clear and interpretable visualizations, enabling 

clinicians to validate and trust the AI's outputs.Despite its promise, the system faces 

challenges, including reliance on internet connectivity, constraints on processing time, and 

potential biases in the training data.  

This project illustrates the potential of combining explainable AI with deep learning to 

achieve effective and interpretable glaucoma detection, thereby enhancing diagnostic 

accessibility and facilitating early intervention. 
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