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Abstract— When X-ray imaging is insufficient to identify a wrist fracture, other imaging modalities such as computed tomography
and magnetic resonance imaging are often used. There are cases when radiologists fail to detect fractures due to their opacity.
But some cracks are obvious and only slow down the radiologists due to reporting systems. This study compares the various
machine and deep learning approaches for bone fracture detection on wrist X-ray image data from publicly available. Included in
this collection were X-ray images of 82 healthy wrists and 111 fractured ones. They may put the model to the test by dividing the
data set into two parts: training and testing. For fracture diagnosis, the RN-21CNN model—which is based on residual
networks—was used. A confusion matrix was used to produce assessment metrics such as Fl-score, recall, accuracy, and
precision. The RN-21CNN model performed better than the others, with a 97% accuracy and 95% recall rate. These findings
highlight the model's promise for practical applications in fracture diagnosis and treatment planning by demonstrating its ability
to reliably identify wrist fractures from X-ray images. Future work needs to concentrate on reducing data set biases, increasing
data set variety, and investigating cutting-edge deep learning methods to raise the effectiveness of fracture detection models.
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I. INTRODUCTION

The development of more sophisticated hardware and software has made medical image processing an increasingly well-
respected field of study in the healthcare sector. When a bone is subjected to a force that is greater than its structural resistance, a
fracture may form. Modern society places a premium on early diagnosis and treatment of ailments, and one of them is bone
fractures, which impact a large population. Developed nations are not immune to the widespread issue of bone fractures, and the
rate of fractures is rising sharply. A bone fracture might be the result of a common injury or a medical condition. Fast and precise
decision-making is essential for the success of any recommended therapy [1]. There are a lot of individuals who have fractures,
and if they ignore one, it may cause serious harm or even death, according to new research from the WHO. Fractures of the wrist
are fairly frequent, and the number of confirmed cases is rising every day [2]. It is common practice for radiologists and experts to
use X-ray images to confirm the presence of a fracture and pinpoint its exact position. It takes a lot of time and effort to use
manual assessment or the old-fashioned X-ray framework to find fractures.

Wrist Fractore

Carpel Bones

Figure 1. Wrist Fracture
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Radiologists assess X-ray samples visually to ascertain if specific bone fractures are present. It requires a great deal of time and
effort to manually check fractures as part of the radiological interpretation process. A high probability of false detection and poor
fracture healing might also be the consequence of a shortage of specialized radiologists in overcrowded clinical settings, an
absence of medical specialists in areas with insufficient medical resources, or simply weariness from excessive workloads [3]. It
is common practice to first use traditional radiography or X-ray imaging when making a diagnosis of a fractured wrist [4].
Machine learning is a technique that uses algorithms and approaches to improve upon training data in order to make predictions
autonomously [5]. A subset of supervised learning relies on receiving training data that has already been labeled. Among machine
learning tools, deep learning has shown to be the most useful in computer vision and general imaging [6]. "Deep learning" refers
to the latest developments in artificial neural networks that increase performance and abstraction by adding more network layers.

A. Contribution of the study
A main goal of this research to compare various machine and deep learning approaches for detection of fracture. The key
contribution of this study as follow:

e To collect the wrist X-ray image data from Mendeley web page.

e To preprocess the data for normalization and augmentation.

e To assess how well machine learning algorithms identify wrist fractures in pictures.

e To compare the model’s efficiency with performance measures like F1-score, recall, accuracy, and precision.

The remaining sections of the paper are structured as follows: Some prior research on bone fracture detection is detailed in
Section II. Section III details the process by which the fracture detection was used, and Section IV presents and analyses the
experimental data. Lastly, Section V presents the findings.

II. LITERATURE REVIEW
This research delves into the latest methods for fracture detection that make use of various deep learning and machine learning
techniques.

In M, Imrankhan (2023) [7] suggested a ResNet 50-based deep neural network model for bone injury detection. However, our
DL model has a tendency to overfit when presented with sparse data. In order to get around this issue, data augmentation
techniques are employed to expand the dataset. Our model achieves an object discrimination accuracy of 92.44% using this
approach, which employs 5-fold cross-validation.

In Vasker, Nishat and Hasan (2023) [8] presents an innovative strategy to fracture diagnosis that addresses these issues by
leveraging Al-assisted methods, including deep learning. To provide real-time broken bone identification and classification, a
deep neural network (DNN) technique is employed. The suggested model achieves a remarkable 92.44% accuracy rate in
differentiating between healthy and broken bones by employing 5-fold cross-validation. The accuracy is also higher than 93%
when tested on 20% of the data and 95% when tested on 10% of the data. The results show that the model that was created is
better than the ones that are already out there.

In Moon, Gwiseong and Kim (2022)[9] present a CA-FBFD method that uses computers to help diagnose facial bone fractures in
order to overcome these difficulties. The object identification model YoloX-S is utilized by this system. YoloX-S was trained
utilizing CT image Mixup data augmentation and solely IoU Loss for box prediction. While testing included a variety of face
fracture data, training relied solely on data pertaining to nasal bone fractures. With an average accuracy of 69.8 percent for facial
fractures, the CA-FBFD system significantly surpassed the baseline YoloX-S model by 10.2 percent across the board.
Furthermore, the CA-FBFD system outperformed the baseline YoloX-S model by 66.7% with a sensitivity/person of 100% for
facial fractures. As a result, the CA-FBFD method can significantly reduce the amount of work that clinicians have to do when
using facial CT to diagnose bone fractures.

In Joshi, Deepa and Singh, (2022) [10]suggested design is an adaptation of the mask-RCNN architecture that transfers a weights
by a surface crack dataset to a wrist X-ray dataset to improve model convergence. The results of the modifications performed at
the sub-architecture level (levels 1 and 2) are examined. By including the level 1 and 2 modifications, they were able to improve
the results compared to the traditional mask-RCNN model on the wrist fracture dataset. They were able to attain an average
accuracy of 92.278% for fracture identification and 79.003% for fracture segmentation on a 50 0 scale, and 52.156% on a 75 0
scale, etc. In H. P. Nguyen (2021) [11] offer an innovative method for detecting fractures in X-ray images of the arm's bones
using DL. They begin applying a method that combines YOLACT++ for picture segmentation and Contrast Limited Adaptive
Histogram Equalization for picture contrast enhancement to the X-ray image to better prepare it for further processing. Their
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proposed strategy yielded an 81.91% maximum result. Even on the tiny dataset, our strategy beats the Faster-RCNN based

solution, according to the experimental findings.
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The following table 1 shows the comparative analysis of Bone fracture detection using various methods and techniques.

Table 1: Comparative analysis of bone fracture detection during various methods and techniques

Author Methodology Data set Findings Limitations/Challenges
Olczak et al. | Deep learning | Wrist, hand, and ankle | Fracture the low picture quality in orthopaedic
[12] networks radiographs accuracy: 83% | radiographs did not prevent deep

learning networks from accurately
identifying important image features.

Dimililer [13] | Intelligent bone | 30 training images, 70 | 94.3% Small dataset size, lack of external
fracture detection | testing validation, performance may vary on
system (IBFDS) larger datasets.

Ebsim et al. | CNNs with random | Lateral and | AUC: 96 Radiographs of the wrist have not yet

[14] forest regression posterioanterior been extensively used for fracture

radiographs identification.

Thian et al. | Inception-ResNet 7356 wrist images 91.8% finding effective ways to train deep

[15] Faster R-CNN learning models with sparse data from a

particular class is a hot topic in
computer vision research right now
(24).

Kim and | CNNs, pre-training Wrist images 95.4% Limited to wrist fractures, potential

MacKinnon bias in pre-training on non-medical

[16] images.

Jiménez- CAD  tool, DL | Musculoskeletal X-ray | 87% Lack of external validation, potential

Sanchez et al. | algorithms images (organizing), bias in CAD tool implementation.

[17] 94%

(recognition)

Chada [18] Deep transfer | MURA dataset 83%-92% Limited to upper limb abnormalities,
learning, novel potential bias in using public dataset.
architectures

Cheng et al. | Deep convolutional | Hip fracture dataset 91% Lack of interpretability in Grad-CAM,

[19] networks (DCN), need for further validation on diverse
Grad-CAM datasets.

A. Research gaps

There are still several problems to overcome in a field of bone fracture detection, even though DL and machine learning have
made significant advances. Problems occur when datasets are too small or lack diversity to adequately represent the whole range
of fracture forms, sites, and patient demographics observed in clinical practice. Over fitting and low real-world applicability could
result from established models' limited generalization and resilience. The absence of external validation just makes matters worse,
since the results of the model could not be applicable to new data or patients. Patients may arrive with fractures in a variety of
locations, and many current techniques are only applicable to certain kinds of fractures or parts of the body. This limits their use
in complete clinical contexts. Although deep learning models are very accurate, they are still not easily Interpretable, which
makes it hard to incorporate them into clinical procedures.

111. METHODOLOGY
A comprehensive assessment of each of a DL model that were utilized is provided in this section. The technique begins with a
description of the data set and flowchart utilized in the experiments in Section.

For the purpose of identifying bone fractures, the research technique that was utilized in this study included a number of
important phases. To begin, X-ray images of the wrist were taken by a publicly accessible Mendeley data set. This data set
included 211 fractured instances and 82 normal cases. To maintain equality across the data set, the preprocessing step entailed
scaling all images to a standard resolution of 512 x 256 x 3 pixels. This was accomplished by the utilization of bi-cubic
interpolation. Subsequently, the data was normalized to ensure consistency. After enhance an overall quality and diversity of the
data set, several data augmentation techniques, such as affine transformations, were utilized. The next step in getting the model
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ready for deployment was to split the data set into two parts: training and testing. For the classification method, a machine and
deep learning model was utilized. This model was constructed on a residual network architecture, and it included particular
requirements for layer configurations and activation functions. The model was evaluated using a variety of performance measures,
including as F1-score, recall, accuracy, and precision. Presented below is a flow diagram depicting the data set:

wrist fracture X-ray
images

Preprocess the data

Data Data
augmentation normalization

Data splitting Classification models

Performance evaluation such as
accuracy, precision, recall, and f1-
score

Final outcome

Figure 2: Proposed flowchart

The proposed flowchart shows the following step like data collection, preprocessing, splitting. Classification models, and
evaluation parameters are described in below.
A. Data collection and preprocessing

The publicly accessible Mendeley data set was used to get the wrist fracture X-ray pictures of patients that were utilized in our
study. There are a total of 111 X-ray pictures of broken wrists and 82 normal wrists in the collection. The JPG formatted images
taken in real time come in a range of sizes. Prior to any further processing, the photos underwent preprocessing. During the
preprocessing step, they enhanced and resized the images. By using the bi-cubic interpolation approach, all of the photos were
downsized to 512 x 256 x 3 pixels' resolution. To calculate the weighted average in the bi-cubic approach, 4 x 4 adjacent pixels
were used.

1. Data Normalization
Data normalization has long been a major part of preprocessing, which aims to remove inconsistent or redundant data from the
database, control the network's complexity, and provide reliable results. The real-time visuals are blurry and pixelated for a
variety of reasons. Resizing the image is necessary so it fits the dimensions of the model. factors. Resizing the image is necessary
so it fits the dimensions of the model. The X-ray images utilized for this research were in JPG format and were in a range of sizes.
When doing calculations, the closest pixels in both the vertical and horizontal dimensions were given more weight. Given that
they wanted to investigate the new pixel from the point with coordinates (X, y), they used the following equation to get its value:
3 3

.= .. (1)

=0 =0

2. Data augmentation
An efficient and successful method to lessen the "over fitting" of the models brought on by insufficient training photos is data
augmentation, which calculates the data probability space by adjusting input images by random cropping, rotation, scaling, and
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noise disruption. Improving the dataset's volume, quality, and diversity may generally boost the model's performance. In this
work, the affine transformation approach was used to enhance photographs.

B. Data splitting
For the purpose of model implementation, split the data into training and testing. Whenever data is split, an algorithm is trained
on a test set of data, and a training set of data is set apart. The model train on the training data set.

C. C(lassification techniques
Select the most appropriate classification model to build a reliable system for fracture detection. The models that follow are:

1) RN-21CNN Model
The RN-21CNN model is based on a kind of network known as a residual network. Within the realm of mathematical statistics,
the residual network encompasses the dispersion of expected and actual values. The model may put an emphasis on learning these
little substitutions by showing the residual idea to delete the same piece and highlighting the slight variances. Researchers have
shown that this method fixes the problem where fitting effects degrade with more neural network layers. Consequently, the
network's input is changed to a 150 x 150 picture block after preprocessing and is then complicated by a sequence of 21 layers.
Next, in the convolution layer, they choose a 1 x 1 and 3 x 3 filter size. To get greater non-linear activation, they are now using
the ReLU function with a convolution part that is less than 5 X 5 and 7 x 7. This allows us to simply guarantee that each neuron is
small enough to be trained to the input's accessible field in order to capture local texture characteristics associated with the desired
output. In this case, the whole network was unable to provide accurate results, even if the previous convolution network
performance was satisfactory. Former convolution network flatly disregarded a lot of data that is strongly related to the goal
because of their little size and excessive dimensionality reduction. Consequently, they have provided a CNN model based on
residual networks to guarantee that the purpose of the original network is preserved while the aim of the image's size is reduced.
Figure 3 shows the RN-21CNN model's design.

|
|1
[
2~

! Cany B Poal
A M Cony & Pool . ConvPodl I
| 7oy
r . O
| L
W‘ Faature Maps Element-wize
ature 3
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Figure 3: RN-21CNN architecture

As shown in Figure 4, there are standards for raising the convolution. Therefore, protecting the feature map's resolution from
significant damage is achieved by raising the convolution supports, which in turn increases the receptive area of the convolution
section. The sensitive input region undergoes non-linear input value adjustment after each convolution layer with the addition of a
batch normalization layer. This prevents gradient vanishing, a problem that becomes more prevalent as training and architectural
complexity increase. The global average pooling layer takes the output of the previous convolution layer and uses it to determine
the mean of all feature maps.

{b) c) )
Figure 4: Sample images after data augmentation

Two linked layers may be produced, with the number of feature maps in the final product being equal to that of the previous layer.
The first layer has 128 nodes, while the second is called the classification layer. They have included a dropout layer before a
global pooling layer to prevent the model from being overfit. The value has been changed to 0.5. Unavoidable units that depend
on detailed inputs are trained using a modified procedure that randomly terminates half of the neurons [20].
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Figure 5: Three various dilated rates

An activation task is a crucial part of a neural network model for learning and interpreting a very complicated and non-linear
workload. The activation function is responsible for presenting the non-linear properties to the neurons. This allows the neural
network to estimate any non-linear function at random and has a significant impact on the pace of convergence. It was shown that
using ReLU prevented gradient vanishing and reduced processing costs compared to standard sigmoid options [21][22].
Consequently, lowering the over-fitting problem, increasing system sparsity, and decreasing parameter dependency are all
outcomes of having many neurons' ReLU values set to zero, which is a really amazing conclusion. They have used the ReLU
function to activate every of the convolutional layers in our research study. In order to activate the standard ReLU for the fully
connected network layout, the first dense layer is used.

D. Model Evaluation
A wide variety of performance metrics can be employed to assess the efficacy of algorithms built for fracture detection. Model
evaluation includes an use of accuracy, F1-score, recall, and precision.

IV. COMPARATIVE RESULTS & DISCUSSIONS
Provide details on the datasets retrieved from various sources and the results of our analyses in this section. Results for the
evaluations using the models are shown to be fl-sore, recall, precision, and accuracy.
A. Data set Description

The X-ray pictures of patients' wrist fractures used in the research were obtained from the publicly accessible Mendeley data set.
Mendeley collects X-ray images from the Al-Huda Digital X-ray Laboratory in Multan, Pakistan, which is located on Nishtar
Road. The data set contains X-ray images of 111 fractured wrists and 82 uninjured ones. Shot live in Multan, Pakistan, the film
was captured at the Huda Digital X-ray Laboratory on Nishtar Road. The sample has a total of 111 fractured wrists and 82 healthy
ones.

B. Performance matrix
Metrics for assessment provide light on how well a model performs. An important quality of assessment metrics is their capacity
to distinguish between various model outputs.

a) Confusion Matrix
An approach to demonstrating the efficacy of a classification system is the confusion matrix. For models with more than two
classes or when a number of instances in every class is uneven, relying just on accuracy might be misleading. A confusion matrix
has the potential benefit of making it easy to determine whether the system often mislabels one class as another, or if it confuses
between two classes.

Table 2: Confusion Matrix

b)

Accuracy

Actually Actually
Positive (1) | Negative (0)

Predicted Tr:L{e Fa.\ée

iee Positives Positives
Positive (1) (TPs) (FPs)
Predicted Fals_e Trua.a

5 Negatives Negatives
Negative (0) (FNs) (TNs)

This metric measures how well a model predicts outcomes relative to the number of samples used as inputs. It is provided as-
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c¢) Precision
A good predictor of future positive outcomes is the ratio of the number of actual positive results to the number of projected

positive results. The way it is stated is-
= (TP)/(TP + FP)...(3)

d) Recall
It is calculated by dividing the total number of relevant samples by the number of accurate positive outcomes. It may be expressed
mathematically as -

=P/ + ) (4)

e) FI score
Accuracy in testing is assessed using it. A score of F1 is obtained by summing the two metrics of precision and recall. "F1 Score"
may take on values between zero and one. Mathematically, it is given as-

L 2 )
Precision + Recall

..(5)

The receiver operating characteristic (ROC) curve shows how changing the discriminating threshold affects the ratio of true
positives (Sensitivity) to erroneous positives (100 - Specificity). Each point on the ROC curve represents a decision threshold and
its associated sensitivity and specificity.

C. Experimental results
In this section offers a result of the models of a models used in this research for wrist fracture detection.

model accuracy

o 100 200 300 400 500
epoch

Figure 6: Accuracy graph of RN-21CNN model

The above figure 6 shows the accuracy graph of RN-21CNN model. The CNN model ran through all 500 epochs. Training
achieved a maximum accuracy of 0.99 while validation achieved a maximum accuracy of 0.95.

model loss
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Figure 7: loss graph of RN-21CNN model

A loss graph of RN-21CNN model present in figure 7. A total of 0.021 and 0.026 were lost during training and validation. The
CNN model used 500 epochs of execution.
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Figure 8: Confusion matrix of RN-21CNN model

Figure 8 displays the RN-21CNN model's confusion matrix. In this figure, x-axis shows a forecasted labels and y-axis present a
true label. Class 0 represent the false negative (77) and true negative (0). Class 1 represent the true positive (1) and false positive
(76).

D. Comparative analysis
This section showcases the outcomes of our suggested approach applied to a data set. An accuracy of our model's predictions is

assessed here. Bar graphs, tables, and figures are the formats used to display the results.

Table 3: Comparison of model’s performance on different parameter

Models Accuracy Precision | Recall F1-score
(%) (%)

SVM[23] 92 93 97 -

DCNN- 88.24 87.93 92 0.90

LSTM 2 [24]

YOLO 512 95 95 95 0.95

[25]

Inception-v3 | 93 90 88 0.89

[16]

RN-21CNN 97 0 95 0.97

The table provides performance metrics that were assessed on a particular task for a range of machine learning models. RN-
21CNN achieved the highest accuracy of 97%, with recall at 95%. The YOLO 512 model achieve a 95% accuracy with precision,
recall and fl-score is same 95%. Overall, RN-21CNN exhibited the highest accuracy and recall among the models evaluated,
while YOLO 512 demonstrated uniform performance across F1-score, recall, and precision.

Accuracy Comparison Of Models
performance

Accuracy
PERFORMANCE

SVM B DCNN-LSTM2 M YOLO 512 M Inception-v3 RN-21CNN

Figure 9: Comparison of Model’s Accuracy
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In comparing of accuracy of different models shows in figure 9. The RN-21CNN model achieving a remarkable 97% accuracy
and YOLO 512 closely with an accuracy 95 accuracy. The DCNN model perform a lowest accuracy.

Figure 10: Precision comparison of model’s performance

The above figure 10 shows the Precision comparison of model’s performance. RN-21CNN achieves a precision 0 and SVM
model attain a precision is 93%. The inception-V3 and DCNN-LSTM 2 achieve precision is 90% and 87%, respectively.

Recall Comparison of Models performance

97
: 95 95
92
I 88‘

Recall

in %
=)
N1

B SVM " DCNN-LSTM 2 B YOLO 512 M Inception-v3 B RN-21CNN

Figure 11: Recall comparison of model’s

The above figure 11 shows the Recall comparison of models. SVM stands out with a recall of 97%. The YOLO512 and RN-
21CNN achieve the same 95% recall and inception-V3 recall rate is lower.
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F1-score Comparison Of Models
performance
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Figure 12: Fl-score comparison of model’s

The above figure 12 shows the comparison of model’s performance on F1-score. RN-21CNN shoes a robust F1-score is 0.97 and
YOLO 512 achieve 0.95 fl-score. The Inception-v3 achieves an F1-score of 0.89 respectively.

V. CONCLUSION AND FUTURE WORK

Machine learning plays a vital role in medical imaging when it comes to diagnosing wrist fractures. Medical practitioners may use
it to improve the precision and efficiency of fracture diagnosis. Optimal treatment, pain reduction, and a speedier, more complete
recovery may all be achieved with early fracture identification. In order to identify wrist fractures from X-ray pictures, this study
contrasts machine learning and deep learning techniques. A data set of 111 wrist X-ray pictures with fractures and 82 with normal
wrists was taken from Mendeley for the proposed study. Using X-ray images, the RN-21CNN model successfully attained an
impressive 97% accuracy and 95% recall. A finding of a research indicated that a suggested model is superior to other models that
were compared in the study in terms of its ability to effectively detect bone fractures. The study showcased the effectiveness of
the RN-21CNN architecture, which leverages residual networks and convolution neural networks to achieve superior performance
in fracture detection tasks. The study needs to overcome a few problems. Initial biases in the training and evaluation data set, such
as unequal class distribution or low diversity, may have an impact on a performance and generalizability of a model. To improve
an efficacy of bone fracture detection models and solve their limitations, several areas for future study might be investigated.
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