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Abstract  

Predicting natural disasters like floods can help people mitigate their impact. When it comes 

to managing the aftermath of natural disasters like cyclones and wildfires, satellite photos 

are an incredibly useful resource. Classification methods are developed to categorise 

affected areas in order to furnish relevant and timely information for disaster response. A 

Perona-Malik Deep Convolutional Classification (PMRCC) Method is suggested for faster 

and more accurate disaster identification in this study. When it comes to catastrophe 

management, PMRCC does three distinct things: pre-processing, segmentation, and 

classification. To begin, the provided dataset is used to determine the number of satellite 

photos. Before processing the input raw pictures, the Perona-Malik Diffusion model is 

applied. Images with noise can nevertheless have their edges, lines, and details preserved 

because to the pre-processing model's careful design, which allows for their interpretation. 

We use probit regressive segmentation to separate the preprocessed picture findings. In 

order to divide the images into several sections, the segmentation procedure uses pixel 

similarity determination. Finally, Cophenetic Deep Convolutional Neural Learning 

Classification is used to categorise the segmented images as either disastrous or non-

disastrous. Here, in order to correctly categorise the input photos, the correlation between 

the training set of images (the segmented ones) and the testing set of images (the disastrous 

or non-disastrous ones) is calculated. This is how the PMRCC approach to disaster 

management works. In comparison to existing methods, the suggested PMRCC approach 

significantly reduces classification time and error rate while simultaneously improving 

classification accuracy, according to the study's results.  

 

Keywords: Disaster Management, Perona–Malik Diffusion, Probit Regressive Segmentation, 

Cophenetic Deep Convolutional Neural Learning, Satellite Images 
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1. Introduction  

Satellite imagery is an enormously important resource for disaster management and 

response. This imagery can then be used to identify damaged areas that need the most support 

and also routes that are still accessible for evacuation and emergency responses. Recently, 

Artificial intelligence (AI) technologies have been designed for disaster management with 

satellite images.  The main advantage of deep learning for classification tasks is that the 

entire system is trained to provide ultimate classification results with minimum time. 

 

Hybrid deep learning (ConvLSTM) algorithm was introduced in [1] by combining a 

Convolutional Neural Network (CNN) and Long Short-Term Memory (LSTM) Network for 

flood forecasting. ConvLSTM algorithm determines the future incidence of the flood. But, 

noise removal was not performed to accurately find the flood. A segmentation neural network 

was developed in [2] to distinguish the regions and available roads in disaster situations. 

ImageNet was applied for aerial image segmentation. ImageNet enhanced the segmentation 

performance for diverse models but, the segmentation accuracy was not improved.  

 

Adaptive forest fire points detection model was designed in [3] using Three-

Dimensional Otsu. The model robotically finds potential forest fire points based on the 

histogram of brightness. Despite forest fire points being specified, the error rate was reduced. 

A new multimodal deep learning framework was developed depending on the Multiple 

Correspondence Analysis in [4] for disaster management. But, the results of the classification 

were not improved.  

 

A two-level fusion method was introduced in [5] to determine the building irregularity 

in post-disaster. The designed method was fast enough to support save and rescue missions. 

The false positive rate was reduced in irregularity detection but, the time consumption was 

not minimized. An object-based classification was developed in [6] to assess marine disaster 

vulnerabilities. But, the classification accuracy was not at the required level.  

 

A novel 3-dimensional (3D) CNN- Recurrent neural network (RNN)-based 

earthquake detector was described in [7] to get effective disaster response. The designed 

method provided good robustness and generalization ability, but the response time was not 

focused to be minimized. In [8], hybrid Adaboost-Multi-layer Perceptron (MLP) neural 

networks were designed to discover the fire proficiently. The hybrid model finds the fire in 

videos or images but, the prediction time was not decreased.   

 

The Federated transfer learning approach was introduced in [9] for disaster 

classification. But, the performance of classification was not enhanced. A deep neural 

network (DNN) model was introduced in [10] to simplify cost trends in natural disaster 

aspects. However, disaster management was not effective. To solve the above-mentioned 

issues, a novel method is designed for disaster management.  
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2. Literature Survey 

A novel scenario scheme for many hazard disasters combining experiment–

simulation–field data and tools have been developed [11]. Though accurate prediction was 

attained, the time for disaster detection was not reduced. Deep neural network architecture 

was designed in [12] to find the variations between stable and flooded water regions by 

exploiting the temporal differences amid flood events extracted by different sensors. But, the 

time needed for flood mapping was not focused.  

 

Change Vector Analysis (CVA) referred to as ORCHESTRA (autOecodeR-based 

CHange dEtection in hyper SpecTRAl/ multispectral images) was designed [13] to observe 

the satellite images for Earth’s scene analysis. However, the noise removal process was 

carried out. A new method to robotically find emergency data from social media disaster 

images was described in [14]. Though the type of disaster was determined, image quality was 

not improved.  

  

Deep Learning (DL) algorithms were reviewed in [15] to provide timely disaster 

response with multi‑source multimodal data. Though the algorithms were analyzed with their 

benefits, the performance of disaster management was not analyzed. Semi-automatic 

classification was presented in [16] to outline geohazard areas with satellite imagery. But, the 

noise removal was not carried out to provide better outputs.  

 

The drought trend analysis was carried out in [17] based on mean duration, mean 

spatial extent, and frequency. The drought evolution process was applied to describe the 

evolution of drought type into another type. A blockchain-based framework was introduced 

to improve the current drought risk management system. However, the computational cost 

was not reduced by drought trend analysis. In [18], semi-automated detection and 

characterization method was employed to flood analysis. But, an accurate analysis was not 

made.  

EmergencyNet-based Efficient Aerial Image Classification was designed in [19] for 

Drone-Based Emergency Monitoring. But, the error rate was significantly reduced. Machine 

learning algorithms and U‑Net were designed in [20] to find the Landslide in the Himalayas. 

However, the detection performance was not efficient since the deep learning model needs 

better-quality images for processing.  

  

3. Methodology  

  

In this section, Perona–Malik Regressive based Cophenetic Deep Convolutional 

Classification (PMRCC) Method is designed to efficiently classify satellite images for 

disaster management. The proposed PMRCC comprises three different processes namely 

preprocessing, segmentation, and classification for better disaster management. The block 

diagram of the PMRCC method is shown in Figure 1. 
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Figure 1 Block diagram of Perona–Malik Regressive based Cophenetic Deep 

Convolutional Classification 

Figure 3.1 illustrates the process involved in the PMRCC method for disaster 

identification. A number of satellite images are taken as input from a given database.  

PMRCC method performs three processes. First, the satellite images are preprocessed using 

the Perona–Malik diffusion model using eradicating noise in the image without affecting 

contents like edges, lines, etc. The preprocessed images are subjected to the segmentation 

process for segmenting images into several regions by identifying background and 

foreground pixels. Lastly, Cophenetic deep convolutional neural learning is applied to 

classify the segmented images into disastrous or non-disastrous images with better accuracy 

and lesser time.  

 

 Perona–Malik Diffusion based Pre-processing Model 

The proposed PMRCC method initially carry out image preprocessing to enhance the 

image quality. The raw input image has noise and redundant content. The processing of noisy 

images provides inaccurate results. Hence, the proposed PMRCC method utilizes Perona–

Malik diffusion filtering to eradicate the noise without concerning the image content.  

 

 

 

 

 

 

 

Figure 2 Perona–Malik diffusion based Pre-processing Model 
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Figure 2 shows the process of disaster image preprocessing using Perona–Malik 

diffusion filtering. By using the filtering model, a significant element of the images such as 

edges, and lines are not concerned for further processing. Consider the input image and the 

pixels are represented by  𝑎1,𝑎2, 𝑎3, … 𝑎𝑛 . The pixels in the images are sorted in a filtering 

window with the size of 3*3 in the diversity of rows and columns. By using Perona–Malik 

diffusion filtering, the pixels are sorted in a filtering window in increasing order. Then, the 

center value is considered from the filtering window. The proposed filtering is associated 

with Gaussian within the non-linearity for achieving the preprocessed image is 

mathematically expressed as follows.  

 
𝜕𝐼

𝜕𝑡
= 𝑑𝑜(𝜑(|𝐶𝐺 × 𝐼|)∇𝐼)                                   (1) 

 

Where, ‘𝐼’ denotes a sample original input image, ‘𝑑𝑜’ is a divergence operator, ‘𝜑’ 

diffusion coefficient to protect image edges, ‘𝐶’ is a conductance function to manage the 

diffusion strength, ‘∇𝐼’ is the gradient form of an image to preserve the edges and ‘𝐺’ is a 

Gaussian distribution and it is mathematically given by,  

 

𝐺 =  
1

√2𝜋𝜎2
𝑒

(−
𝑎𝑖

2+𝑎𝑚
2

2𝜎2 )
                    (2) 

   

Where, ‘𝜎’ refers to a deviation, ‘𝑎𝑖’ is a pixel in window and ‘𝑎𝑚’ is a middle 

(center) pixel in the window. By using the above observation, the pixels that are deviated 

from the middle value are referred to as noisy pixels. Noisy pixels are eliminated from the 

filtering window. Therefore, the edges in the images are preserved to enhance the image 

quality. The pseudo-code representation of the Perona–Malik diffusion-based pre-processing 

model is given below.  

 

Input: Disaster Image dataset ‘𝐷𝑆’ with number of images ‘𝐼 = 𝐼1, 𝐼2, . . , 𝐼𝑛, pixels 

𝑝1, 𝑝2, 𝑝3, … . 𝑝𝑚 

Output: Achieve higher leaf image quality for disease prediction 

Begin  

1. Acquire  plant leaf images 𝐼1, 𝐼2, 𝐼3, … . 𝐼𝑛  as input   

2. For each plant leaf images 𝐼𝑖 

3. Sort the pixels 𝑝1, 𝑝2, 𝑝3, … . 𝑝𝑚 in the filtering window  

4. Compute the center value 𝑝𝑐 

5. Estimate likelihood between the center and neighboring pixels  ‘𝛽’ 

6. Detect the noisy pixels  

7. Take away noisy pixels from the filtering window 

8. Get quality enhanced image 

9. End for 

End 

Algorithm 1 Perona–Malik diffusion based Pre-processing Model 
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As given in the above algorithm, Perona–Malik diffusion is applied to eradicate the 

noise presented in the disaster image without affecting the image content such as edges and 

lines. This can be achieved by applying Gaussian distribution in the preprocessing model 

where it computes the likelihood among the pixel and their nearby pixels in the window. 

With this, noisy pixels are eliminated to get the edge-enhanced image results.  

 

Probit Regressive Segmentation 

With the results of preprocessed images, segmentation is carried out to segment the 

images into multiple parts. In the PMRCC method, probit regression is applied to perform 

image segmentation with better accuracy. Probit regression is a statistical analysis that finds 

the association between pixels in the pre-processed image. In this work, the jaccard index is 

applied to determine the association between pixels for segmenting the images into multiple 

segments. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 Probit Regressive Segmentation 

 

Figure 3 depicts the process of probit regressive segmentation to segment the 

preprocessed satellite images 𝑃𝐼 = 𝑃𝐼1, 𝑃𝐼2, . . , 𝑃𝐼𝑛 into multiple segments by computing the 

similarity between the pixels. Jaccard index is mathematically computed as follows.  

 

𝑆𝐽 =  (
𝑎𝑖∩ 𝑎𝑛

∑ 𝑎𝑖 +∑  𝑎𝑛− 𝑎𝑖∩ 𝑎𝑛
)          (3) 

 

Where ‘𝑆𝐽’ is a Jaccard similarity index, ‘𝑎𝑖’ is an image pixel, ‘𝑎𝑛’ is a neighbouring 

pixel of image, the intersection symbol ‘⋂’ refers a mutual dependence between the two 

pixels, ‘∑ 𝑎𝑖’ refers a sum of ‘𝑎𝑖’ score, ‘∑ 𝑎𝑛’ refers a sum of ‘ 𝑎𝑛’ score.  Followed by this, 

threshold value (i.e., 0.5) is set for the jaccard similarity index to determine the foreground 

and background pixels for segmenting the images into multiple segments. It is given by,  
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  𝑦 = {
𝑆𝐽 > 𝑇ℎ ;     𝐹𝑃

𝑆𝐽 < 𝑇ℎ ;      𝐵𝑃
                     (4) 

     

Where ‘𝑦’ is an output of segmentation and ‘𝑇ℎ’ is a threshold value.  Based on the 

above equation, the results of a similarity index higher than the threshold are identified as 

foreground pixel ‘𝐹𝑃’ and it is considered for segmentation. Besides, the similarity index 

lesser than the threshold is identified as background pixel ‘𝐵𝑃’ and it is avoided for disaster 

detection. In this way, accurate segmentation is achieved in the PMRCC method with higher 

accuracy. The pseudo-code representation of probit regressive segmentation is described as 

follows.  

 

Input: Preprocessed images 𝑃𝐼 = 𝑃𝐼1, 𝑃𝐼2, . . , 𝑃𝐼𝑛 

Output: Accurate disaster image segmentation 

Begin 

1. For each preprocessed disaster image 𝑃𝐼𝑖 

2. Apply regression analysis 

3. Compute similarity between pixels ‘𝑆𝐽’ using (3) 

4. If 𝑆𝐽 > 𝑇ℎ then  

5.     Identify the pixel is foreground pixel 

6. End if  

7. If 𝑆𝐽 < 𝑇ℎ then 

8.     Identify the pixel is background pixel 

9. End if 

10. Segment the images into different regions  

11.  End 

End    

Algorithm 2 Probit Regressive Segmentation 

 

As given in the above probit regressive segmentation algorithm, background and 

foreground pixels are determined to perform segmentation for disaster image identification. 

First, preprocessed images 𝑃𝐼𝑖  are used as input. Then, the probit regression is applied to find 

the pixel similarity using the jaccard similarity index. The threshold value is set to distinguish 

the foreground and background pixels where the foreground pixels are taken as significant to 

carry out the segmentation accurately for disaster management.  

 

Cophenetic deep convolutional neural learning Classification  

By considering segmentation results, classification of disastrous and non-disastrous 

image is performed for identifying disaster in an accurate way.  In proposed PMRCC method, 

cophenetic deep convolutional neural learning is applied is employed to classify the each 

segmented images into diverse classes. Cophenetic deep convolutional neural learning 

comprises three different kinds of layers such as input layer, hidden layer and output layer.   
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Hidden layers comprises a layer to carry out the convolution operation whereas the 

input of segmented images are contributes to input of the next layer.  The architecture of 

Cophenetic deep convolutional neural learning is shown in Figure 4.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 Structure of Cophenetic deep convolutional neural learning 

Figure 4 shows the structure of Cophenetic deep convolutional neural learning for 

classifying the segmented images with multiple layers. As given in the above figure, each 

layer comprises number of neurons and is completely associated with another layer by using 

variable weight. The network comprises input, hidden, and output layers. Number of 

segmented satellite images 𝑆𝐼1, 𝑆𝐼2, 𝑆𝐼3, … . 𝑆𝐼𝑛 is used as input in the input layer. Thus, the 

neural activity in the input layer is formulated as follows. 

𝑖(𝑡) = 𝜗 + (∑  𝑆𝐼𝑖(𝑡) ∗𝑛
𝑖=1 𝜔1)       (5) 

Where ‘𝑖(𝑡)’ is a neural activity at the input layer, ‘𝜔1’ is a weight, ‘𝑆𝐼𝑖(𝑡)’ is an 

input segmented image and ‘𝜗’ is a bias. The inputs are further sent to the hidden layers 

where Cophenetic correlation is applied to measure correction between the segmented input 

image and testing image (i.e., disastrous or non-disastrous image) to classify the segmented 

images into two different classes. Hence, the Cophenetic correlation is computed as follows.  

𝐶𝑝 =
∑ (𝑆𝐼𝑖−𝑆𝐼̅)(𝑇𝐼𝑖−𝑇𝐼̅̅ ̅)𝑛

𝑖=1

√∑ (𝑆𝐼𝑖−𝑆𝐼̅)2𝑛
𝑖=1  ∑ (𝑇𝐼𝑖−𝑇𝐼̅̅ ̅)2𝑛

𝑖=1

           (6) 

Where ‘𝐶𝑝’ is a Cophenetic correlation coefficient, ‘𝑆𝐼𝑖’ is a training image (i.e. 

segmented image), ‘𝑇𝐼𝑖’ is a testing image, ‘𝑆𝐼̅’ is an average of the training image, and ‘𝑇𝐼̅̅̅’ 

is an average of the testing image. The results of Cophenetic correlation are varied as -1 to +1 

where +1 indicates two images are statically similar and ‘-1’ indicates two images are not 

similar. Thus, the output of the hidden layer is provided as follows.  

 

ℎ(𝑡) = ∑ 𝜔1 ∗𝑛
𝑖=1 𝑆𝐼𝑖(𝑡) + (𝜔2 ∗ ℎ (𝑡 − 1))        (7) 

 

Where ‘ℎ(𝑡)’ denotes an output of hidden layer, ‘𝜔2’ denotes the weight of the 

hidden layers ‘ℎ(𝑡 − 1)’ is an output of the previous hidden layer, and operator ‘∗’ refers to a 

convolutional operator.  The results of the Cophenetic correlation are given to the output 

layer for obtaining the final classification output. In the output layer, the tanh activation 

function is applied to classify the images and it is mathematically expressed as below.  

Hidden layers 

Output layer 

Input layer 

Disastrous 

Non-Disastrous 
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𝑜(𝑡) = 𝜏(𝜔3 ∗ ℎ(𝑡))            (8) 

 

Where 𝑜(𝑡) indicates the activity of neurons at the output layer, 𝜔3 indicates a weight of 

the hidden and output layer, ℎ(𝑡) indicates an output of the hidden layer and 𝜏 is a tanh 

activation function and it is given by,  

𝜏 =
𝑒𝐶𝑝−𝑒−𝐶𝑝

𝑒𝐶𝑝+𝑒−𝐶𝑝
              (9) 

𝜏 = {
+1;                  𝑑𝑖𝑠𝑎𝑠𝑡𝑟𝑜𝑢𝑠 𝑖𝑚𝑎𝑔𝑒        
  −1;         𝑛𝑜𝑛 − 𝑑𝑖𝑠𝑎𝑠𝑡𝑟𝑜𝑢𝑠 𝑖𝑚𝑎𝑔𝑒   

        (10) 

 

By using activation function results, input images are classified for disastrous 

identification. Lastly, the error rate is measured for each classified result and it is given by,  

𝐸𝑟 = 𝜏 − 𝛿             (11) 

Where, ‘𝐸𝑟’ is an error rate, ‘𝜏’ is a predicted output of classification using the 

activation function and ‘𝛿’ is the actual output of the classification process. Based on the 

error rate, the weights are updated, and find the minimal error results for disaster detection.  

𝑓(𝑥) = 𝑎𝑟𝑔 𝑚𝑖𝑛 𝐸𝑟        (12) 

When the learning model achieves minimum error, the process is terminated. With 

this, accurately classified results for disaster management are achieved with maximum 

accuracy and minimum time. The pseudo-code representation of Cophenetic deep 

convolutional neural learning classification is given below.  

Input: Disaster Images Dataset ‘𝐷𝑆’, Segmented images 𝑆𝐼1, 𝑆𝐼2, 𝑆𝐼3, … . 𝑆𝐼𝑛 

Output: Efficient classification of disaster images 

Begin 

1. Take segmented images as input in input layer (5) 

2. Forward inputs  𝑆𝐼𝑖 to hidden layers  

3. For each input 𝑆𝐼𝑖 

4. Compute Cophenetic correlation ‘𝐶𝑝’ using (6) 

5. Send  𝐶𝑝 results to output layer using (8) 

6. Apply tanh activation function ‘𝜏’ using (9) 

7. If (𝜏 = +1) then, 

8. Classify the image as 𝑑𝑖𝑠𝑎𝑠𝑡𝑟𝑜𝑢𝑠  

9. End if 

10. If (𝜏 = −1) then, 

11. Classify the image as 𝑛𝑜𝑛 − 𝑑𝑖𝑠𝑎𝑠𝑡𝑟𝑜𝑢𝑠 𝑖𝑚𝑎𝑔𝑒 

12. End if 

13. Estimate error rate 𝐸𝑟 using (11) 

14. Find minimum error results 𝑓(𝑥) = 𝑎𝑟𝑔 𝑚𝑖𝑛 𝐸𝑟 

15. End for  

End  

Algorithm 3 Cophenetic deep Convolutional Neural Learning Classification 
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Algorithm 3 illustrates the process of Cophenetic deep convolutional neural learning 

to enhance the accuracy of disaster image classification. First, the segmented images are 

given to the input layer. Second, a Cophenetic correlation is applied to find the relationship 

between training and testing images. Based on the correlation results, images are classified in 

the output layer with smaller error for disaster management.  

 

4. Experimental setup  

Simulation of the proposed PMRCC method and existing ConvLSTM algorithm [1] 

and segmentation neural networks [2] are implemented using MATLAB. The performance of 

disaster management using above mentioned methods is analyzed by using disaster image 

datasets gathered from https://www.kaggle.com/mikolajbabula/disaster-images-dataset-cnn-

model. The dataset comprises 4500 images that can be classified into four disaster categories 

cyclone (928 images), earthquake (1350 images), flood (1073 images), and wildfire (1077 

images). These input images are preprocessed, segmented, and finally classified to find 

disastrous and non-disastrous images. For providing simulation work, the number of satellite 

images in the range of 50 to 500 images is taken as input. The experimental purpose of the 

proposed method is to achieve higher accuracy in image classification with a minimized time 

and error rate. Performance of both proposed and existing methods are analyzed under the 

testing metrics as follows.  

 Classification accuracy 

 Classification time 

 Error rate 

 

5. Discussion 

In this section, simulation results of the proposed PMRCC method, existing 

ConvLSTM algorithm [1], and segmentation neural networks [2] are described in terms of 

three different performance metrics. The obtained results of the proposed PMRCC method 

are compared with the existing [1] and [2] to show the effectiveness of the method in disaster 

management. The comparative analysis is provided in terms of tables and graphs.  

  

Classification Accuracy Performance analysis  

Classification accuracy is defined as the percentage of disaster imagery from satellites 

that are appropriately labelled as either disastrous or non-disastrous, relative to the total 

number of input satellite images taken from the image dataset. In order to achieve effective 

catastrophe management, classified satellite photos are utilized. It is measured in percentage 

(%) and it is mathematically formulated as below. 

 

𝐶𝐴 = ∑
𝐼𝐶𝐴

𝐼𝑖
∗ 100𝑛

𝑖=1        (13) 

 

 Where ‘𝐶𝐴’ is classification accuracy and it is computed depending on the images 

taken in the simulation ‘𝐼𝑖’, and images classified accurately ‘𝐼𝐶𝐴’. The method with higher 

accuracy is consistent for disaster management.  A comparison of classification accuracy for 

three different methods is demonstrated in table 1.  
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Table 1 Impact of Classification Accuracy 

 

Number of 

images 

Classification accuracy (%) 

Existing 

ConvLSTM 

algorithm 

Existing segmentation 

neural networks 

Proposed 

PMRCC method 

50 85.00 83.00 93.00 

100 84.00 82.00 91.64 

150 83.00 80.00 90.00 

200 82.00 78.62 89.00 

250 81.62 76.31 87.00 

300 76.25 74.21 86.00 

350 73.61 70.36 85.63 

400 71.13 69.14 84.00 

450 69.52 67.00 83.00 

500 67.14 65.14 82.14 

 

The accuracy of satellite image classifications with respect to varying numbers of images is 

compared in Table 1. Using a satellite image from the dataset allows for comparison to be 

accomplished. For the experimental purpose we have taken 50 to 500 images from the 

disaster satellite dataset. The above table shows the comparison result of proposed PMRCC 

method with existing ConvLSTM algorithm by Mohammed Moishin et al., (2021) and 

segmentation neural networks by Ananya Gupta et al., (2021) respectively. Hence, accuracy 

on classifying disastrous and non disastrous images using the proposed method is higher 

when compared to other existing methods mentioned here. 

 

 
Figure 5 Performance result of classification accuracy 
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The performance result of classification accuracy for the proposed and existing 

methods is presented in Figure 5. With respect to satellite images, accuracy in classifying 

images is obtained. According to the results of the experimental analysis, the proposed 

method provides higher accuracy in image classification than the existing methods. For 

instance, a total of 50 satellite images are considered to provide a simulation result. From 

there, the PMRCC method attains 93% accuracy, whereas the ConvLSTM algorithm and 

segmentation neural networks obtain 85% and 83% of accuracy, respectively. But 

comparatively, the PMRCC method attains higher classification accuracy as compared to 

other existing methods for efficient disaster management. 

 

The proposed PMRCC method classifies disastrous and non disastrous images 

effectively by applying cophenetic deep convolutional neural learning Classification 

algorithm. Based on the measured cophenetic correlated coefficient value, the images are 

correctly classified with a minimum error. In addition, tanh activation function is presented to 

accurately classify satellite images as disastrous and non- disastrous. Thus, image 

classification is carried with improved accuracy. From the result analysis, proposed PMRCC 

method increases classification accuracy by 13% and 17% when compared to existing 

methods namely ConvLSTM algorithm by Mohammed Moishin et al., (2021) and 

segmentation neural networks by Ananya Gupta et al., (2021) respectively. 

 

Experimental analysis of classification time   

 

Classification time is defined as the amount of time it takes to divide images from 

satellites into two categories: those containing catastrophic events and those without. The 

time needed to categorize a disaster image is dependent on both the quantity of input 

photographs and the time consumed by each individual image. It is calculated using the 

following formula and expressed in milliseconds (ms): 

 

   𝐶𝑇𝑖𝑚𝑒 =  𝐼𝑖 ∗ 𝑇𝑖𝑚𝑒(𝐶𝑆𝐼)                     …… (14) 

 

From the above equation (14), Classification Time ‘𝐶𝑇𝑖𝑚𝑒’ is measured based on ‘𝐼𝑖’ 

the number of input images. The time taken to classify a single image is represented as 

‘𝑇𝑖𝑚𝑒(𝐶𝑆𝐼)’. 

 

Table 2 Experimental values of classification time 

Number of 

images    

Classification time (ms) 

Existing 

ConvLSTM 

algorithm 

Existing segmentation 

neural networks 

Proposed 

PMRCC 

method 

50 27 32 22 

100 30 35 26 

150 33 38 28 

200 36 41 32 
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250 39 45 35 

300 43 49 38 

350 45 53 40 

400 48 56 42 

450 52 61 45 

500 55 65 48 

 

The above table 2 illustrates the experimental result of classification time on the 

satellite image that obtained while classifying disaster images from input images. For 

experimental purpose, the number of input images is considered in the range of 50 to 500 

images from disaster satellite images dataset. Based on considered input images, comparison 

of the proposed PMRCC method is made with existing methods namely ConvLSTM and 

segmentation neural networks. When compared to state-of-the-art works, the simulation 

results shows suggested method achieves minimum time to categorize satellite images. 

 

 
Figure 6 Experimental result of classification time 
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figure 5.6 according to the different number of input images from the satellite image dataset. 

For the experimental purpose, different numbers of input images ranging from 50 to 500 

images are considered. Figure 1 shows the experimental results of the time taken to classify 

images using the proposed method compared with existing methods such as the ConvLSTM 

algorithm and segmentation neural networks. Here, the existing ConvLSTM algorithm and 

segmentation neural networks attain 27 ms and 32 ms of time, respectively, whereas the 

proposed PMRCC method achieves 22 ms of classification time. Besides, while varying the 

input images for detecting disaster images, the time taken for the classifier process is also 

getting varied using all methods. As a result, the PMRCC method resulted in a shorter 

classification time than the other methods. 
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Initially, the Perona-Malik diffusion model is applied to raw input images to eliminate 

noise data, and processed data is attained. Probit regressive segmentation is performed for 

separating images into different segments. At last, cophenetic deep convolutional neural 

learning is performed to classify the segmented images into different classes. By measuring 

the phenetic correlation coefficient value, disastrous and non-disastrous images are 

effectively classified. With a classified result, the time for image classification is effectively 

minimized. Hence, the proposed PMRCC method minimizes the classification time by 13% 

and 25% when compared to existing methods, namely the ConvLSTM algorithm by 

Mohammed Moishin et al. (2021) and segmentation neural networks by Ananya Gupta et al. 

(2021), respectively. 

 

5.4.3 Impact of error rate   

The error rate is calculated by dividing the number of satellite images that are 

wrongly labelled as catastrophic or non-disastrous by the total number of images that were 

input from the dataset. Its formula and measurement in percentage (%) are as follows: 

𝐸𝑅 =
𝐼𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑

𝐼𝑖
∗ 100 

…. (15) 

From the equation (15), error rate is estimated and represented as ‘𝐸𝑅’. In above 

expression, ‘𝐼𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑’ denotes the number of incorrectly classified satellite 

images and ‘𝐼𝑖’ specifies the total number of input satellite images. 

 

Table 3 Tabulation of error rate 

Number of 

images    

Error rate (%) 

Existing 

ConvLSTM 

algorithm 

Existing segmentation 

neural networks 

Proposed 

PMRCC 

method 

50 15.00 17.00 7.00 

100 16.00 18.00 8.36 

150 17.00 20.00 10.00 

200 18.00 21.38 11.00 

250 18.38 23.69 13.00 

300 23.75 25.79 14.00 

350 26.39 29.64 14.37 

400 28.87 30.86 16.00 

450 30.48 33.00 17.00 

500 32.86 34.86 17.86 
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The above table 3 shows the simulated values of the error rate that occurred during 

the image classification process with respect to the different number of input images. For 

experimental purposes, a number of satellite images in the range of 50 to 500 images is 

considered.  We conduct the simulation by comparing proposed and existing methods.  Here, 

the proposed PMRCC method is compared with existing methods such as the ConvLSTM 

algorithm by Mohammed Moishin et al. (2021) and segmentation neural networks by Ananya 

Gupta et al. (2021). According to the number of satellite images, the error rate gradually 

varied. Thus, the PMRCC method minimizes the error rate during disaster management 

compared to the other existing methods. 

 
Figure 7 Measure of error rate 

Figure 7 describes the comparison result for the error rate with respect to various 

numbers of images. Here, images with a range of 50 to 500 images are considered for 10 

iterations. The effectiveness of disaster management on satellite images using the PMRCC 

method is verified by comparing it with existing methods. The compared methods are the 

ConvLSTM algorithm and segmentation neural networks. For example, a satellite image of 

400 is taken as input for simulation purposes. From the conducted simulation results, the 

PMRCC method achieves 7% of the error rate, whereas 15% and 17% of the error rate are 

attained using the ConvLSTM algorithm and segmentation neural networks. Three methods 

significantly minimize the error rate when increasing input images. As compared to other 

existing methods, the PMRCC method attains a better result in terms of reduced error rate. 

 

By applying Cophenetic Deep Convolutional Neural Learning, satellite images are 

analyzed for efficient disaster management. Here, segmented satellite images are considered 

input. The phenetic-correlated coefficient value is estimated between training and testing 

images. Based on measured correlated values, images are effectively classified as disastrous 

and non-disastrous. Then, the Tanh activation function is presented to achieve a classification 

result with a minimized error rate. Therefore, the PMRCC method reduces the error rate for 

enhanced disaster management by 43% and 50% when compared to existing methods such as 

the ConvLSTM algorithm by Mohammed Moishin et al. (2021) and segmentation neural 

networks by Ananya Gupta et al. (2021). 
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6. Conclusion  

In this paper, a novel method called PMRCC is presented to manage the disaster with 

satellite images. PMRCC is designed with a deep learning concept for classifying satellite 

images in a faster manner. To get the quality-enhanced images for further processing, 

Perona–Malik Diffusion model is applied to preprocess the input images and thereby increase 

the image quality. Probit regressive segmentation is applied to segment the images into 

multiple segments based on the measuring similarity between pixels. Lastly, Cophenetic 

Deep Convolutional Neural Learning Classification is used to analyze the segmented images 

with testing images for classifying images into disastrous and non- disastrous.  An 

experimental assessment is carried out to analyze the performance of the PMRCC method 

with conventional classification methods using diverse metrics. The results verified that the 

proposed PMRCC method achieves better performance in terms of higher accuracy, lower 

time, and error rate than the existing methods.  
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