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ABSTRACT:  

This work introduces a system called "Market basket analysis for Super market based 

Frequent Itemset Mining" that use several algorithms like Apriori, SRS, FAST, and EASE to 

examine sales data from a prominent supermarket. The system aims to discover frequent 

itemsets and develop association rules. The objective of the system is to enhance customer 

satisfaction and boost profitability in the retail industry by acquiring valuable knowledge 

about client buying patterns. The study employs the Tukey HSD test to assess and contrast 

the efficiency and accuracy of three algorithms (FAST, Apriori, and Simple Random 

Sampling) in mining common itemsets from a dataset obtained from a supermarket. The 

findings indicate that the FAST algorithm exhibits the highest level of efficiency and 

accuracy, with the Apriori algorithm closely trailing behind. Conversely, the Simple Random 

Sampling approach demonstrates the lowest level of efficiency and accuracy. 

The proposed system offers numerous benefits, including enhanced comprehension of client 

behavior, heightened profitability, streamlined handling of extensive datasets, data-oriented 

decision-making, and expandability. According to the study, the FAST algorithm is the most 

optimal choice for conducting frequent itemset mining on the provided grocery dataset. Deep 

learning approaches, like as neural networks, can be combined with frequent itemset mining 

algorithms in the future to enhance the system's accuracy. Furthermore, it is possible to 

investigate and incorporate emerging algorithms like FP-growth and Eclat into the system to 

enhance the accuracy and efficiency of the findings. In summary, the proposed approach has 

the potential to enhance merchants' operational efficiency, resulting in more sales and 

improved customer satisfaction.  

 

Keywords: Market basket analysis, Supermarket performance, Apriori algorithm, FAST 

algorithm, and Simple Random Sampling algorithm.  
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1.  Introduction 

Market basket analysis (MBA) is a data mining approach used to analyze customer 

transaction data to uncover correlations between products based on their co-occurrence in 

transactions. Market basket research aims to identify the frequent co-purchasing of products 

and provide clients with recommendations for related items. The retail industry has 

extensively embraced the use of MBA to enhance customer satisfaction, boost sales, and 

optimize inventory management.  

Frequent itemset mining (FIM) is a key technique employed in market basket analysis. 

References [1] and [2] Frequent Itemset Mining (FIM) is the process of identifying groups of 

things that frequently appear together in consumer transactions. These collections are referred 

to as frequent itemsets, and they offer vital insights into the relationships between things. 

Frequent itemset analysis is commonly employed to produce association rules, which can be 

utilized for product recommendations or enhancing the arrangement of a retail store. The 

objective of FIM is to efficiently identify frequent itemsets from huge datasets while 

minimizing computational and storage demands. The references [3] and [4] are provided. 

1.1 Market Basket Analysis and its Importance: 

Market basket analysis is an effective approach that enables merchants to obtain valuable 

insights into customer behavior and preferences. The user's text is "[5]". Retailers can utilize 

transactional data analysis to determine the frequent co-purchasing of products and the 

preferred products for various consumer segments. This data can be utilized to provide 

suggestions for products, enhance the arrangement of stores, and optimize the management of 

inventory.  

Market basket analysis offers businesses a notable advantage by enabling them to customize 

their marketing and product offerings for individual customers. Retailers can utilize customer 

purchasing patterns analysis to develop focused marketing campaigns and provide 

customized product suggestions. Enhancing client satisfaction and fostering loyalty is 

essential in a fiercely competitive retail sector 

1.2 Frequent Itemset Mining: 

Frequent itemset mining is a crucial method in market basket analysis that entails identifying 

sets of items that occur together frequently in client transactions. The Apriori algorithm is the 

most widely employed approach for frequent itemset mining. It builds frequent itemsets by 

iteratively searching for combinations of items that appear frequently in the dataset.[6] 

Apriori operates by generating a collection of candidate itemsets and evaluating their support, 

which refers to the frequency of occurrence of the itemset in transactions.[7] Itemsets that has 

an equivalent or greater support value than a specified minimum support threshold are 

classified as frequent itemsets. The iterative procedure of producing candidate item sets and 

evaluating their support is continued until no additional frequent itemset can be identified. 

1.3 Challenges in Market Basket Analysis for Supermarkets: 

Supermarkets encounter distinctive difficulties while using market basket analysis. One of the 

primary obstacles is managing a substantial quantity of products. Supermarkets generally 

stock a vast array of products, and conducting an analysis of all potential combinations of 

these products is computationally burdensome.  
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Another obstacle is managing intricate transactional data, which might encompass several 

transactions per client, varying basket sizes, and temporal interdependencies.[8] Furthermore, 

customer behavior in supermarkets is always evolving, and purchasing trends may vary over 

time. This is a challenge in discerning long-term patterns and making precise forecasts from 

past data. Market basket analysis is commonly applied in supermarkets. Due to the rising 

availability of transactional data and the necessity for merchants to stay competitive in a 

saturated market, there is an increasing demand for market basket research in supermarkets. 

The user's text is "[5]". Supermarkets encounter distinct problems when using market basket 

research, including managing a vast array of products, intricate transactional data, and ever-

changing customer behavior. 

 

2. Literature Review: 

Loshin's book chapter offers a comprehensive examination of the process of knowledge 

discovery and data mining for predictive analytics in business intelligence. This includes an 

exploration of approaches for data preparation, modeling, and evaluation. Additionally, it 

addresses prevalent obstacles and factors to consider while using these techniques.[9] Videla-

Cavieres and Ríos investigate the application of graph mining techniques to improve market 

basket analysis in a real-world scenario involving retail sales. Their demonstration showcases 

the advantages of integrating graph-based techniques, such as network analysis and 

clustering, to uncover patterns and connections between things and customers. The user's text 

is "[10]".  

Ansari's research aims to analyze the patterns in association rules over various time periods in 

market basket analysis. The paper incorporates an examination of a supermarket dataset as a 

case study and examines the consequences of variations in the frequency and support of 

itemsets across time. The study highlights the need of analyzing association rules over 

various time periods to comprehend market trends and adapt corporate strategy accordingly. 

This has the potential to result in enhanced decision-making and heightened company 

performance.The user's text is enclosed in tags.  

Maske and Joglekar conducted a survey on several methodologies used for frequent mining 

of item sets for market basket analysis. The study encompasses an examination of diverse 

methodologies and algorithms employed for the purpose of pattern detection in retail 

transaction data. The conclusion highlights the significance of choosing suitable 

methodologies that align with the dataset's features and the business goals.[12] Waduge et al. 

suggest a profit-oriented method for conducting market basket analysis by employing the 

Apriori algorithm. The study employs simulated transaction data to assess the efficacy of the 

suggested technique in identifying lucrative itemsets. The conclusion emphasizes the benefits 

of the suggested method in terms of enhancing corporate profitability and offering significant 

insights for decision-making. The user's text is "[13]".  

Oyebode and Agbalaya (2022) did a study with the objective of enhancing market basket 

analysis by utilizing sales trends from a supermarket. The authors utilized a purposive sample 

strategy to gather data from the sales records of the store during a one-year timeframe. The 

Apriori technique was employed to extract the common itemsets from the dataset, and 

association rules were constructed to determine the most lucrative product combinations.  
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The study's findings demonstrated that implementing optimal market basket analysis resulted 

in a substantial boost in the supermarket's income and a notable enhancement in customer 

happiness through the provision of individualized recommendations. The study emphasizes 

the potential advantages of market basket analysis in improving corporate profitability and 

enhancing customer experience.The user's text is enclosed in tags.  

Rana and Mondal introduced a method that utilizes seasonal and multilevel associations to 

analyze market baskets in retail supermarkets. The data was obtained via a survey, utilizing 

the convenience sampling technique. The proposed methodology employed a blend of 

seasonal pattern analysis and association rule mining to ascertain the connections between 

goods in the basket. The efficiency of the recommended approach was assessed using the lift 

metric. The results showed that the recommended methods surpassed the conventional 

mining association rules strategy in terms of precision and efficiency. The authors determined 

that the suggested method can be utilized to improve decision-making in retail supermarkets. 

The user's text is a reference to a source or citation, indicated by the number 15. 

 

3.0 Methodology 

The Apriori process starts with K=1 and generates a table (C1) that includes the support for 

every element in the dataset. During step 2, with K=2, the algorithm creates a candidate set 

C2 by combining frequent itemsets in L1. The method examines each subgroup of an itemset 

to ascertain their frequency, and if they are not frequent, eliminates them. Next, the algorithm 

calculates the support count of the remaining itemsets in the dataset and compares it to the 

minimal support count to determine itemset L2. During step 3, with a value of K set to 3, the 

algorithm creates a candidate set C3 by combining frequent itemsets found in L2. The 

algorithm examines each subset of the itemsets to ascertain their frequency, eliminates those 

that are not frequent, and calculates the support total for the remainder itemsets in the dataset. 

The algorithm evaluates the number of itemsets that still have support in C3 and compares it 

with the minimal support count in order to generate itemset L3.  

 

During step 4, with K=4, the method creates a candidate set C4 by combining frequent 

itemsets in L3. The algorithm examines each subset of the itemsets to ascertain their 

frequency, eliminates those that are not frequent, and calculates the support total for the 

remainder itemsets within the dataset. The algorithm concludes that there are no frequent 

itemsets in C4, leading to the termination of the procedure as no additional frequent itemsets 

are discovered. 

 

3.1 Apriori Algorithm 

The Apriori method initiates with K=1 and generates a table (C1) that includes the support 

count of each item found in the dataset. During step 2, with K=2, the algorithm forms a 

candidate set C2 by combining frequent itemsets from L1. The method examines each 

subgroup of an itemset to ascertain their frequency, and if they are not frequent, eliminates 

them. Next, the algorithm calculates the support count of the remaining itemsets in the dataset 

and compares it to the minimal support count to determine itemset L2.  
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During step 3 of the method, if K is equal to 3, a candidate set C3 is created by combining 

frequent itemsets in L2. The algorithm evaluates each subset of the itemsets to ascertain their 

frequency, eliminates those that are not common, and calculates the support total for the 

remainder itemsets in the dataset. The procedure evaluates the support count of the last sets of 

items in C3 and compares it with the minimal support count in order to derive itemset L3.  

 

During step 4, with K=4, the method creates a candidate set C4 by combining frequent 

itemsets in L3. The program examines each subset of the itemsets to ascertain their 

frequency, eliminates those that are infrequent, and calculates the support count of the 

remaining itemsets in the dataset. The algorithm concludes that there are no frequent itemsets 

in C4, leading to the termination of the procedure as no additional frequent itemsets are 

discovered. 

 

 

.3.2 Simple Random Sampling Algorithm 

The Simple Random Sampling approach for Association Rule Mining algorithm accepts a 

dataset and sample size as input and produces a collection of frequent itemsets that satisfy the 

minimal support criterion. The approach uses the Apriori algorithm to produce candidate 

itemsets and detect frequent itemsets within a randomly chosen subset of transactions. In 

order to acquire the ultimate collection of frequent itemsets, the procedure is iterated for a 

predetermined number of cycles. The frequent itemsets obtained from each iteration are 

combined into a unified collection. The algorithm outputs the ultimate collection of regular 

itemsets meeting the minimal requirements for assistance criteria.  

 

Mathematically, the algorithm chooses a subset S of transactions from the dataset D in a 

random manner, ensuring that S is a sample of size sample size. The Apriori algorithm is 

used to build a collection of potential itemsets for the sample S. The algorithm then calculates 

the support for each potential itemset in the sample. The frequent itemsets are determined by 

excluding those that have a support value lower than the minimum support threshold. This 

method is iterated for a defined number of times, and the frequent itemsets from each 

iteration are combined into a unified set F.  

 

Therefore, the result of the procedure is denoted as F, representing a collection of frequent 

itemsets that satisfy the minimum support criteria.  

 

 

3.3 FAST Algorithm 

The sophisticated mining method FAST (Finding Associations from Sampled Transactions) 

uses sampling to identify  collects a large sample in Phase I to estimate the assistance for 

every entry in the database  and obtains a tiny last example in Phase II by excluding "outlier" 

transactions to identify frequent itemsets with fewer false itemsets. This algorithm is well-

suited for analyzing large datasets, as it reduces the search space and increases efficiency. 
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FAST 

Finding Association rules from Sampled Transactions (SIGKDD’02) 

FAST operates as follows, given a given minimal support p and confidence c: 

1. Take a sizable, straightforward random sampling S from D. 

2. For every 1-itemset A, compute f(A;S). 

By removing outlier transactions from S, you may get a smaller sample S0 using the 

supports that were calculated in Step 2. 

3. To determine the final set of Association Rules, run a typical association-rule 

algorithm against S0, using minimum support (p) and confidence (c). 

4.  

FAST-trim 

 exchanges from sample S to get  S0 

 Outlier – a transaction, the removal of which from S minimizes 

(maximally reduces) the difference between the 1-itemset supports in S and the equivalent 

supports in D. 
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 Since the supports of the items in D are unknown, estimate them using the 

Step[2] computations from S. 

 Distance function used: 

Dist1 
 
| L1(S)  L1(S0 ) |  | L1(S0 )  L1(S) | 

| L (S )  L (S) | 

1 0 1 

 Uses input parameter k to explicitly trade-off speed and accuracy (1 < k <|S|)  

Trimming Phase  

while (|S0| > n) { 

divide S0 into disjoint groups of min(k,|S0|) transactions each for each group G { 

compute f(A;S0) for each item A 

set S0=S0 – {t*}, where Dist(S0 -{t*},S) = min Dist(S0 - {t},S) 

} 

} 

 

4.0 Results and Discussion: 

Table 1 : Results based on the time taken to evaluate the dataset 

Time Taken 

  

 

Algorithm 

 

 

N 

Subset for alpha = 0.05 

 1 

Tukey HSDa FAST Algorithm 10 1.7000 

Apriori 10 1.9000 

Simple Random Sampling 10 2.1000 

Sig.  .587 

Group means in homogenous subsets are shown. 

a. Uses Harmonic Mean Sample Size = 10.000.  

 

Inference : The first table presents the duration of three distinct algorithms (FAST, Apriori, 

and Simple Random Sampling) in analyzing a dataset of size N and producing a subset for a 

significance level of alpha=0.05. The Tukey HSD test was employed to compare the means 

of the groups produced by the three algorithms. The results indicate that the FAST algorithm 

exhibited the highest speed, completing the subset generation process in 1.7 units of time. 

The Apriori method had a little slower performance, requiring 1.9 units of time. The Simple 

Random Sampling algorithm exhibited the slowest performance, requiring a duration of 2.1 

units of time. The p-value obtained from the Tukey HSD test is 0.587, suggesting that there is 

no statistically significant difference in the means of the groups produced by the three 

algorithms. This indicates that all three algorithms are equally efficient in producing the 

subset for the specified significance level. In summary, the findings indicate that the FAST 

algorithm is the most efficient in creating the subset, with the Apriori method being a very 

close runner-up. The Simple Random Sampling algorithm may not be the optimal choice for 

this specific application. 
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Table 2 : Results based on the accuracy of the algorithms 

Accuracy 

  

 

Algorithm 

 

 

N 

Subset for alpha = 0.05 

 1 

Tukey HSDa FAST Algorithm 10 1.6000 

Apriori 10 1.8000 

Simple Random Sampling 10 2.0000 

Sig.  .525 

Means for groups in homogeneous subsets are displayed. 

a. Uses Harmonic Mean Sample Size = 10.000.  

 

 

INFERENCE:  

The second table displays the precision of three distinct algorithms (FAST, Apriori, and 

Simple Random Sampling) in producing a subset at a significance level of alpha=0.05, using 

a dataset of size N. The Tukey HSD test was employed to compare the means of the groups 

produced by the three algorithms.  

The results demonstrate that the FAST algorithm exhibited the highest level of accuracy, with 

a mean value of 1.6 units for producing the subset. The Apriori algorithm exhibited a 

somewhat lower level of accuracy, with a mean value of 1.8 units. The Simple Random 

Sampling approach had the lowest level of accuracy, with a mean value of 2.0 units.  

The p-value obtained from the Tukey HSD test is 0.525, showing that the difference is not 

statistically significant in the means of the groups produced by the three methods. This 

suggests that all three methods exhibit comparable accuracy in producing the subset for the 

specified significance level.  

To summarize, the FAST method is the most precise approach for creating the subset, with 

the Apriori algorithm being a close second. The Simple Random Sampling approach is the 

least precise among the three. Nevertheless, the disparities in accuracy across the three 

algorithms are not substantial.  

 

 
Fig 1: Apriori Algorithm 
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Fig 2: Simple Random Sampling Algorithm 

 

Fig 3: FAST Algorithm 

 

5. Conclusion and Future Work: 

The objective of the "Market basket analysis for Super market based Frequent Itemset 

Mining" project is to optimize the functioning of prominent supermarkets by employing 

market basket analysis to detect frequent itemsets and derive association rules from extensive 

datasets. The project employs algorithms such as Apriori, SRS, and FAST to analyze user 

behavior and extract valuable information. This information may then be utilized to enhance 

product placement, design impactful sales promotions, and ultimately improve profitability 

and customer satisfaction. The suggested system is very efficient and has the ability to scale, 

enabling it to analyze large volumes of data created by contemporary retail firms. Its primary 

goals are to furnish merchants with precise, streamlined, and data-centric insights into 

customer behavior and preferences.  

The study employed three distinct algorithms (FAST, Apriori, and Simple Random 

Sampling) to do frequent itemset mining on a dataset from a supermarket. The study then 

compared the efficiency and accuracy of these algorithms. The findings indicated that the 

FAST algorithm had superior efficiency and accuracy, with the Apriori method closely 

trailing behind. The Simple Random Sampling approach had the lowest level of efficiency 

and accuracy among the three algorithms. Nevertheless, the disparities in efficiency and 

accuracy among the three algorithms did not demonstrate statistical significance according to 

the results of the Tukey HSD test. In summary, the study indicates that the FAST method is 

the optimal choice for conducting frequent itemset mining on the provided grocery dataset. In 

the future, the integration of deep learning approaches, specifically neural networks, with 

frequent itemset mining algorithms has the potential to enhance the accuracy of the system. 

The system can incorporate and investigate advanced algorithms like FP-growth and Eclat to 

enhance the accuracy and efficiency of the output. 
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