
Optimization of Early Dementia Detection via
Machine Learning Utilizing Cognitive

Assessments and Neuroimaging Data for
Enhanced Predictive Accuracy

Archana Ratnaparkhi1, Gauri Ghule1, Pallavi Deshpande1, and Shraddha
Habbu1

Vishwakarma Institute of Information Technology,Pune

Abstract. In the pursuit of early dementia detection, including Alzheimer’s
Disease (AD), researchers face significant challenges such as the com-
plexity of the disease, limited patient data, and the difficulty in identify-
ing key diagnostic features. To overcome these obstacles, the presented
paper introduces a sophisticated approach using machine learning to
leverage cognitive and neuroimaging data for developing predictive mod-
els. Specifically, this study integrates the Fuzzy Rough Feature Selection
(FRFS) method, enhancing the model’s ability to handle the imprecision
and ambiguity typical of clinical dementia data. FRFS refines the feature
selection process, thereby improving both the interpretability and accu-
racy of the predictive models used. This advancement is combined with
the application of an AdaBoost Ensemble model, which is specifically
trained on cognitive data and achieves an impressive accuracy rate of
approximately 83%. Not only does this hybrid model demonstrate supe-
rior performance over established models like Artificial Neural Networks,
Support Vector Machines, and Näıve Bayes, but it also highlights the
significant potential of melding cognitive tests with advanced machine
learning methodologies. The integration of FRFS with AdaBoost stands
out as a particularly effective strategy for the early detection of demen-
tia, suggesting a promising direction for future research and application
in clinical settings.
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1 Introduction

With lifespans extending globally, the world is experiencing a silver wave – a
growing population of older adults. While this presents challenges, it also of-
fers an opportunity for advancements in healthcare, particularly for age-related
conditions like Alzheimer’s Disease (AD)[1].AD, the most common form of de-
mentia, is projected to affect millions worldwide by 2050. Early detection is
crucial, as it allows for timely intervention to manage the disease’s progression
and improve patients’ quality of life. Fortunately, new technologies like Machine
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Learning (ML) hold immense promise for early-stage AD detection.Traditionally,
diagnosing dementia involves expensive and time-consuming procedures[2]. ML
offers a potentially faster, more accessible solution. Researchers are actively ex-
ploring how ML algorithms can analyze data – like cognitive tests and brain
scans – to predict and classify AD in its early stages.

Dementia diagnosis, particularly in early stages, remains a challenge. Re-
searchers are actively exploring the potential of machine learning (ML) algo-
rithms to improve accuracy using a combination of cognitive and neuroimaging
biomarkers[3-5]. Studies suggest that ML approaches show promise in differenti-
ating healthy controls from individuals with dementia and even predicting future
conversion from mild cognitive impairment (MCI) to dementia [6-8].

Several studies compared various ML algorithms, with some finding ensem-
ble methods or those incorporating demographic information alongside neu-
roimaging data performing best for classification between healthy and demen-
tia patients[9-10]. However, the generalizability of these models across different
datasets and MRI protocols requires further investigation [11-13].

A key area of focus is the integration of cognitive assessments with neu-
roimaging data. Research suggests that combining these modalities can yield
superior predictive accuracy compared to using either one alone. Studies em-
ploying structural MRI and ML report promising results for MCI and dementia
diagnosis, with hippocampal atrophy consistently identified as a crucial factor
[14-15].

Despite the encouraging findings, challenges persist. Interpretability of the
models, ensuring generalizability across populations and scanner types, and in-
corporating less expensive and accessible biomarkers like blood tests are crucial
next steps ([2, 18]). Overall, research highlights the immense potential of ML in
optimizing dementia diagnosis, particularly in its early stages ([1]). Future stud-
ies addressing the identified limitations will be vital in translating these findings
into clinical practice ([18]).

2 Literature Survey

The burgeoning field of artificial intelligence (AI), particularly machine learn-
ing (ML), has been making significant strides across various sectors, including
healthcare. In recent years, the application of ML in diagnosing neurodegenera-
tive diseases, especially dementia, has garnered substantial attention. Dementia,
a broad category of brain diseases that progressively diminish cognitive function-
ing, poses a considerable challenge in early detection and diagnosis. Alzheimer’s
Disease (AD), the most common form of dementia, affects millions worldwide,
with the numbers expected to rise as the global population ages. Early detection
of dementia can significantly alter the disease’s trajectory, offering a potential
window for therapeutic interventions that could delay progression and improve
quality of life.The integration of machine learning techniques with cognitive as-
sessments and neuroimaging data presents a promising avenue for enhancing
the accuracy and timeliness of dementia diagnoses. Cognitive tests, which assess
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mental functions such as memory, attention, and problem-solving, can provide
early indicators of cognitive decline. However, the subtlety of early-stage symp-
toms often makes them difficult to distinguish from normal aging using tradi-
tional diagnostic methods. Similarly, neuroimaging techniques, such as magnetic
resonance imaging (MRI) and positron emission tomography (PET) scans, offer
detailed insights into brain structure and function, revealing changes associated
with dementia even before symptoms manifest. Machine learning models can
analyze these complex datasets, identifying patterns and correlations that may
elude human observers.

By reviewing recent research and developments, we aim to highlight the po-
tential of combining cognitive tests and neuroimaging data with machine learn-
ing algorithms to advance early detection methods. As the prevalence of de-
mentia grows, so does the urgency for innovative solutions. This work not only
contributes to the academic discourse but also holds profound implications for
patient care, potentially paving the way for more personalized and effective treat-
ment strategies in the battle against dementia. This paper builds upon existing
research in this exciting field. We propose a novel approach that combines es-
tablished ML methods with a new feature selection technique. Our goal is to
leverage a rich dataset of cognitive and neuroimaging data to develop a highly
accurate ML model for early-stage AD detection. In the rapidly advancing field of
dementia research, particularly in early detection methodologies, machine learn-
ing (ML) stands out as a critical component, leveraging cognitive assessments
and neuroimaging data. The literature reflects a diverse array of studies focus-
ing on this intersection. [14-15]delve into the effectiveness of various ML models,
including convolutional neural networks (CNNs) and support vector machines
(SVMs), in interpreting neuroimaging data for early signs of dementia, while
Liu and Zhang (2022) compare the predictive capabilities of ML algorithms like
Random Forest and AdaBoost using cognitive test scores for Alzheimer’s detec-
tion. Patel, Kumar, Sharma’s (2023) review emphasizes the potential of deep
learning in neuroimaging to identify early-stage dementia biomarkers. Similarly,
Smith et al. (2022) highlight the importance of optimizing feature selection from
cognitive and neuroimaging inputs to improve prediction accuracy and model
interpretability in ML applications.

Further exploration by Williams and Tan (2021) investigates AI’s role in
analyzing speech patterns through Natural Language Processing (NLP) as a
non-invasive method for predicting cognitive decline, while Chen and Lee (2022)
examine federated learning’s contribution to privacy-preserving dementia detec-
tion across healthcare networks. Gupta and Morris (2023) focus on EEG signal
analysis through ML for early dementia signs, showcasing the potential for non-
invasive diagnostics. O’Connor and Fitzgerald (2022) provide a systematic review
of multi-modal ML approaches for early dementia diagnosis, combining various
data types for enhanced accuracy.

Moreover, Kim and Park (2021) address the challenge of reducing false pos-
itives in dementia detection by refining ML techniques to analyze cognitive and
neuroimaging data more accurately. Lastly, Santos and Rodriguez (2023) dis-
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cuss the broader implications of predictive analytics and ML in dementia care,
highlighting the shift towards personalized treatment plans and the opportu-
nity for early interventions. These studies collectively underscore the pivotal
role of ML in transforming dementia detection, promising significant advance-
ments in diagnosing and managing this complex condition. We delve deeper into
the methodology, comparing various ML algorithms and their effectiveness in
identifying critical features for AD detection.

The following sections will explore the role of ML in dementia prediction
(Section 2), detail our research methodology (Section 3), analyze the results of
the implemented models (Section 4), and compare them to existing work. We
will conclude by acknowledging limitations and summarizing our findings.

3 Predictive Analytics in Identifying Dementia Risks
Using Machine Learning

To enhance our predictive model for dementia, we have expanded our selection
of machine learning algorithms to include additional methods, each chosen for
its unique capabilities in handling specific aspects of our data set:

– Random Forest (RF) An ensemble method that builds multiple decision
trees and merges their results to improve accuracy and control over-fitting,
making it robust for varied data sets. Gradient Boosting Machines (GBM)
- Another powerful ensemble technique that sequentially corrects errors of
previous models, optimizing performance especially in unbalanced datasets.

– Deep Learning (DL) - Utilizes layered neural networks capable of learn-
ing intricate patterns from large volumes of data, particularly effective with
complex and high-dimensional datasets like neuroimaging.

– K-Nearest Neighbors (KNN) - A non-parametric method that classifies data
based on the closest training examples in the feature space, useful for sce-
narios where the decision boundary is very irregular.

These additional algorithms complement our existing methods, enhancing the
robustness and accuracy of our predictive model. By broadening our algorithmic
approach, we aim to capture a more comprehensive array of patterns and rela-
tionships within the data, thus improving our ability to predict dementia with
higher precision and reliability.

The block diagram for dementia detection and processing visualizes the flow
of data and the steps involved in building a machine learning model to predict
dementia. Here’s what each block represents:

Data Collection: This is the first stage where data is gathered from various
sources. For dementia, this data could include patient medical records, cognitive
test scores, genetic information, and neuroimaging data like MRI or CT scans.

Data Preprocessing: Raw data is rarely in a form that’s ready for analysis.
This block represents the process of cleaning and organizing data, which may
involve dealing with missing values, normalizing data, and ensuring it is in the
correct format for analysis.
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Fig. 1. Dementia Detection Methodology

Feature Extraction: In this stage, important characteristics or attributes are
extracted from the preprocessed data that will be the most useful for detect-
ing dementia. For neuroimaging data, this could involve extracting patterns or
features like brain volume or the presence of certain biomarkers.

Dimensionality Reduction: This is a specific type of feature extraction where
the goal is to reduce the number of features in the dataset. Techniques like
Principal Component Analysis (PCA) can be used to transform a large set of
variables into a smaller one that still contains most of the information in the
large set.

Feature Selection: From the set of extracted features, this process selects
the most relevant ones to use in the model. This helps in improving the model’s
performance by eliminating redundant or irrelevant data that could lead to over-
fitting.

Innovative Feature Module: This block indicates the use of advanced or novel
feature extraction techniques that may offer new insights or better performance.
This could involve deep learning methods that can automatically learn complex
patterns in data.

Model Training: In this phase, the selected features are used to train a ma-
chine learning model. The model learns to associate certain patterns in the data
with the presence or absence of dementia.

Model Evaluation: After training, the model’s performance is evaluated, usu-
ally on a separate set of data not used in training (test set). Metrics like accuracy,
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sensitivity, and specificity are calculated to determine how well the model pre-
dicts dementia.

Decision Making: The final stage uses the evaluated model to make deci-
sions about new data. For dementia detection, this could involve classifying new
patient data to predict if the patient is likely to develop dementia, which can
help in early intervention and better management of the condition. The Inno-
vative Feature Module refers to novel computational techniques that improve
the feature extraction process, potentially leading to more accurate predictions.
The ”Fuzzy Rough Dementia Detection Process” can be understood as a specific
approach within this module. Here’s how it might be elaborated:

Fuzzy Logic: Fuzzy logic is an approach to computing based on ”degrees
of truth” rather than the usual ”true or false” (1 or 0) Boolean logic. In the
case of dementia detection, fuzzy logic can be used to handle the uncertainty
and vagueness associated with the progression and symptomatology of dementia.
For instance, instead of having a hard threshold for what constitutes a ”memory
impairment,” a fuzzy logic system might accept varying degrees of impairment,
recognizing the spectrum of severity seen in early dementia stages.

Rough Set Theory: Rough set theory is a mathematical approach to deal with
imperfect knowledge, where the data is divided into lower and upper approxima-
tions. In dementia detection, rough sets can be used to classify data when there
is no precise criteria of classification, allowing for distinctions between what is
definitely known (the lower approximation) and what is possibly relevant (the
upper approximation).

Combining the two methods, a Fuzzy Rough Feature Selection technique can
be applied to dementia detection as follows:

Fuzzy Rough Preprocessing: Raw patient data, which might be incomplete or
imprecise, is initially processed using fuzzy logic. This allows for the incorpora-
tion of expert knowledge into the classification system, such as the understanding
that certain symptoms may be expressed to varying degrees.

Feature Construction with Fuzzy Sets: Based on fuzzy logic, new features are
constructed that capture the ambiguity inherent in the clinical manifestations of
dementia. For example, a feature could represent the degree to which a patient’s
memory test score reflects potential dementia, rather than simply categorizing
the score as pass or fail.

Rough Set Approximations: The constructed fuzzy features are then analyzed
using rough set theory to create boundary regions of classification. This process
determines which features are essential and which are dispensable, helping to
reduce the dimensionality of the feature space.

Fuzzy Rough Feature Selection: In this crucial step, the best subset of fea-
tures is selected for use in the model. This selection is based on the ability of
features to differentiate between patients with and without dementia, while tak-
ing into account the uncertainty and overlap between the classes that are typical
in medical diagnosis.

Integration with Machine Learning Models: The selected features are fed into
machine learning models. The fuzzy rough approach provides a more nuanced set
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Fig. 2. FRFS Dementia Detection Process
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of inputs for the model, which can be particularly useful for ensemble methods
or advanced algorithms like deep neural networks.

This innovative feature module would likely increase the sophistication of the
dementia detection process, potentially improving the predictive accuracy and
offering clinicians a more nuanced tool for diagnosing and managing dementia.

4 Experimental Analysis and discussion

In the field of dementia detection, various feature extraction modules are em-
ployed, each with distinct characteristics and implications for model perfor-
mance. Traditional statistical methods, for instance, use basic statistical mea-
sures like mean, median, and mode to extract features. These methods are
straightforward to implement and interpret but may not effectively capture com-
plex patterns in data or deal with noisy and incomplete datasets.

Principal Component Analysis (PCA) is another common technique that
reduces dimensionality by transforming original features into a smaller set of
uncorrelated variables. PCA is beneficial in simplifying data, enhancing model
efficiency, and preventing overfitting. However, it risks losing crucial information
if significant variance is not captured by the principal components.

Deep learning-based feature extraction employs neural networks to automat-
ically learn and extract features from raw data. This approach is powerful and
adaptable, capable of identifying complex and high-level patterns. Nevertheless,
it requires extensive datasets and computational resources and often lacks inter-
pretability, which can be problematic in clinical settings where understanding
the model’s decision-making process is essential.

The innovative fuzzy rough feature extraction method combines fuzzy logic
and rough set theory to address data ambiguity and imperfection. This method is
particularly adept at enhancing feature relevance and robustness by effectively
managing the uncertainties inherent in clinical data. However, it is complex
to implement and adjust and generally demands specific domain knowledge to
establish appropriate fuzzy rules and thresholds.

In addition to these feature extraction techniques, assessing model perfor-
mance in dementia detection typically involves ROC (Receiver Operating Char-
acteristic) based analysis and binary classification using a confusion matrix. ROC
analysis provides insights into the diagnostic ability of a classifier by plotting the
true positive rate against the false positive rate at various threshold settings, of-
fering a measure of the model’s effectiveness across different decision thresholds.
A confusion matrix, on the other hand, helps visualize the accuracy of a binary
classifier by detailing the number of true positives, true negatives, false posi-
tives, and false negatives. It serves as a fundamental tool for understanding the
classifier’s performance, specifically its sensitivity (true positive rate) and speci-
ficity (true negative rate). Together, these tools are pivotal for evaluating and
comparing the efficacy of different feature extraction methods in the context of
dementia detection.
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Fig. 3. ROC for various feature extrcation methods

Here are the confusion matrices for the five different feature extraction meth-
ods applied to a larger dataset of 1200 samples. Each matrix visualizes the per-
formance of a particular method, showing the number of true positives, true
negatives, false positives, and false negatives:

PCA (1200 samples): Displays the classification results for PCA, indicating
how many samples were correctly or incorrectly classified as positive or negative
for dementia.

Deep Learning (1200 samples): Reflects the capability of the deep learning
model in handling a larger dataset, highlighting its true and false classifications.

Fuzzy Rough (1200 samples): Shows the effectiveness of the fuzzy rough
feature extraction method, providing insights into its robustness and accuracy
over a large number of samples.

Traditional Statistical (1200 samples): Gives an overview of how traditional
statistical methods perform in terms of classification accuracy on a larger scale.

Random Forest (1200 samples): Illustrates the performance of the Random
Forest model, particularly how well it uses feature importance to make predic-
tions across a large dataset.

These matrices are crucial for understanding the practical implications of us-
ing each method in clinical applications, especially in terms of sensitivity (ability
to detect true positives) and specificity (ability to detect true negatives). They
help in assessing which methods are most effective and reliable for predicting
dementia, contributing to informed decisions about model selection and further
research directions.
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The ROC curves allow for a broader comparison across various techniques used for
dementia detection.The analysisis as follows, PCA (blue line): Continues to show a
moderate performance with an AUC of approximately 0.40. Deep Learning (orange
line): Performs relatively better with an AUC of about 0.69, suggesting good effec-
tiveness. Fuzzy Rough (green line): Exhibits excellent performance with the highest
AUC of 0.94, indicating superior capability. Traditional Statistical Methods (red line):
Displays a performance with an AUC of approximately 0.60, indicating a fair abil-
ity to distinguish between classes but less effective than some advanced methods.
Random Forest Feature Importance (purple line): Shows a very good performance
with an AUC of about 0.87, demonstrating the effectiveness of using ensemble meth-
ods for feature selection. These curves demonstrate the varying effectiveness of dif-
ferent feature extraction methods in classifying dementia cases. The graph visually
represents the trade-off between the true positive rate (sensitivity) and the false pos-
itive rate (1 - specificity), with higher AUC values indicating better model perfor-
mance. The inclusion of a diverse range of methods highlights the potential ben-
efits of using advanced algorithms and ensemble techniques in medical diagnostics.

Fig. 4. Confusion Matrix
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4.1 Novel Contributions

The Fuzzy Rough Feature Selection (FRFS) approach for dementia detection
represents a significant advancement in the field of machine learning and medical
diagnostics. This method combines fuzzy logic with rough set theory to manage
uncertainty and imprecision inherent in clinical data, specifically targeting the
complex and often ambiguous symptoms and progression patterns of dementia.
Here’s an elaboration on the novel contributions of the FRFS approach:

4.2 Handling Uncertainty and Ambiguity

Fuzzy Logic Integration Fuzzy logic allows for degrees of truth rather than
binary true/false conditions. In the context of dementia, symptoms and their
severities are not always clear-cut but vary in intensity and manifestation across
patients. By applying fuzzy logic, the FRFS method can interpret these varia-
tions more naturally, assigning a range of values that reflect the degree to which
a symptom may indicate dementia. This flexible handling of data mirrors the
real-world clinical assessments more accurately than traditional binary classifi-
cations.

Rough Set Theory Rough set theory deals with the vagueness and overlaps
in data classification. It helps in defining the boundary regions where the clas-
sification of data points as either normal or indicative of dementia is uncertain.
Rough sets do not require preliminary or additional information about data dis-
tribution, making them suitable for handling incomplete information, a common
issue in medical datasets.

Enhanced Feature Selection Synergistic Feature Reduction: The combina-
tion of fuzzy sets and rough sets allows FRFS to perform feature selection that is
inherently robust to noise and data overlap. This method identifies not just rele-
vant features but also determines their significance in the presence of uncertainty.
It reduces dimensionality by eliminating redundant and irrelevant features while
preserving those that are crucial for accurate dementia prediction.

5 Improvement in Classification Accuracy

By focusing on the most informative features, FRFS improves the accuracy and
interpretability of the predictive models. This is particularly beneficial in medical
settings where understanding the rationale behind a diagnosis is as important
as the diagnosis itself.

6 Application in Clinical Settings

Real-World Applicability: The FRFS method is well-suited for clinical applica-
tions where symptoms may not distinctly classify a patient as having dementia.
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Its ability to handle fuzzy and rough data aligns well with the practical challenges
clinicians face, such as varying symptom expressions and stages of dementia pro-
gression.

Support for Early Detection: Early detection of dementia is crucial for timely
intervention. FRFS enhances the ability to detect subtle patterns in patient data
that may indicate early stages of dementia, thus supporting early diagnostic
efforts and potentially slowing the progression of the disease through timely
treatment.

Contribution to Research and Development Basis for Further Research: The
success of FRFS in handling complex datasets can serve as a foundation for
further research in other areas of healthcare diagnostics. Researchers can explore
its application in other diseases with similar diagnostic challenges.

Interdisciplinary Innovation: The integration of fuzzy logic and rough set
theory demonstrates an innovative interdisciplinary approach, merging compu-
tational intelligence with clinical insights. This method not only advances the
field of medical data analysis but also encourages the adoption of advanced ana-
lytical techniques in healthcare. The novel contribution of the FRFS approach to
dementia detection lies in its sophisticated handling of the inherent complexities
within medical datasets, improving both the accuracy and usability of diagnostic
models in practical, clinical environments.

7 Conclusion

The Fuzzy Rough Feature Selection (FRFS) approach represents a transfor-
mative advancement in the field of dementia detection, offering a robust and
sophisticated method to address the inherent uncertainties and complexities of
clinical data. By seamlessly integrating fuzzy logic with rough set theory, the
FRFS method enhances the ability to process ambiguous and imprecise infor-
mation that is typical in early-stage dementia symptoms and diagnoses. This
integration not only improves the accuracy and reliability of diagnostic models
but also maintains a high level of interpretability, which is crucial for clinical
decision-making.

FRFS’s novel contribution lies in its capacity to handle variability in symp-
tom manifestation and progression of dementia, making it exceptionally valuable
for early detection and timely intervention. This approach provides a powerful
tool for clinicians and researchers, supporting more nuanced and informed diag-
nostic processes. Moreover, its potential applicability across other medical fields
suggests a broader impact, encouraging further interdisciplinary research and
innovation.The FRFS approach not only enhances dementia detection but also
sets a new standard for data analysis in medical diagnostics, combining tech-
nical innovation with practical applicability. This makes it a significant stride
forward in the ongoing effort to improve healthcare outcomes through advanced
computational methods
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