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Abstract: 

Image segmentation, as a pre-processing step, plays a vital role in medical image analysis. 

The variants of threshold-based image segmentation methods are proved to offer feasible and 

optimal solutions to extract the region of interest (RoI), from medical images. Digital 

mammograms are used as a reliable source of breast cancer prognosis and diagnosis. 

Thresholding is a simple and effective strategy that finds applications in image processing and 

analysis. This research aimed to analyze the performance behaviour of a few threshold-based 

segmentation methods with respect to the intensity distribution of the input mammograms. For this 

analytical research, six automated thresholding segmentation techniques were chosen: Kapur, 

Otsu’s, Isoentropic, Ridler & Calvard’s, Kittler & Illingworth's, and Yen. The performance and 

behaviour of those methods were validated on the digital mammogram images of mini-MIAS 

database featured with Fatty (F), Fatty-Glandular (G), and Dense-Glandular (D) breast tissues. 

Those methods were analyzed on two metrics viz., Region Non-Uniformity (RNU) and computation 

time. The results of this research confirm that Ridler & Calvard’s method gives the best 

segmentation results for Dense-Glandular, Isoentropic method gives better segmentation results 

for Fatty and Yen method works well on the Fatty-Glandular normal mammogram images. 

Keywords: Image Segmentation, Digital Mammogram, Threshold-based segmentation, Breast 

cancer, Breast Cancer Diagnosis. 
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1. Introduction 

Breast cancer, characterized by the irregular growth of malignant cells in the form of a 

tumor in the breast tissue, is declared as the second major cause of cancer death among women. 

Mammography is a low-dose X-ray imaging modality that can visualize the internal anatomy of 

the breast. Mammography can detect 80–90 percent of asymptomatic breast cancers in women. 

[1]. Mammography-based screening is considered one of the most common reliable and non-

invasive methods for breast cancer detection [2]. Early and accurate detection of breast cancer, 

based on the masses and/or lesions visualized by the digital mammogram is proved to contain the 

mortality rate. 

Image segmentation is an essential pre-processing step in the computer-aided analysis of 

mammograms, regardless of the subsequent processing steps. The foreground breast tissue 

segmented out of the mammogram serves as a crucial input for the successive processing steps, 

namely image registration, fusion and automated detection of disease. A portion of pectoral muscle 

visible in mediolateral oblique (MLO) mammograms, helps to determine the boundaries of the 

region of interest (RoI) and provides vital information about the location and orientation of the 

breast as well as the overall intensity of the gray levels in the image. [3].  

The presence of artifacts in a mammogram challenges the efficacy of the image 

segmentation algorithms and consequently, abnormal region/object identification as well as 

disease classification. These artifacts include tags, pectoral muscles, and other non-breast regions. 

Researchers have developed numerous artefacts removal techniques, which may increase the 

accuracy of segmentation techniques while extracting the designated regions/tumors in a 

mammogram. Development of automated/semi-automated computer-aided diagnosis (CAD) 

systems for breast cancer detection should necessarily possess the computational elements for the 

removal of noise, artifacts, pectoral muscle, non-breast regions etc. [4].  

Thresholding is a popular and traditional principle used in the various phases of digital 

image processing.  It helps to transform the higher intensity image values to distinguish foreground 

objects from the background, based on an arbitrary or image-dependent value, known as threshold 

value [5]. The classical types of thresholding are: global and local thresholds. The former one 

refers to a particular threshold value that is used consistently throughout the  image.. The threshold 

value can be a statistical measure of the input image or be an arbitrary value. The latter one is 

adaptively chosen based on the statistics of the virtual partitions of the image, referred to as sub-
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images. In certain algorithms, the optimal threshold value is determined by the trial and error 

method. Threshold-based methods are proved to be computationally simple and thus require less 

execution time. Due to its generality of computation and its applications, several threshold based 

segmentation techniques have been developed and are vibrantly used in various medical image 

processing applications such as digital mammogram analysis for breast cancer detection and brain 

abnormality detection [6].  

Ergin et al., proposed a threshold-based segmentation using median filtering, thresholding 

and morphological operations. The authors have attempted to remove tiny background artifacts 

like labels as well as to segment the breast region. The authors have validated the accuracy of 

segmentation based on the visual perception of the segmented region(s) [7]. Palkar and Agrawal 

proposed a global threshold-based approach for removing breast boundaries using global threshold 

value as 32 and median filter. The findings were analysed by visual analysis of the segmentation 

[8]. 

Ibrahim et al., developed a method based on fixed threshold value as 18 and its performance 

is evaluated by human visual perception [9]. For extracting the breast borders, Qayyum and Basit 

used Otsu's thresholding, in which the images using median filter, prior to thresholding and 

morphological operations for artifacts removal and segmentation. The breast region is then 

determined by the entity with the most connected pixels. The authors have validated the accuracy 

of segmentation based on the visual perception, their proposed approach was able to give quality 

and appropriate segmentation in 96.89 % and 2.48 % of the images, respectively [10]. 

Salama et al., developed a system that uses a 5×5 median filter on the mammogram images 

before thresholding [11]. Esener et al., developed a similar technique, using adaptive median 

filtering prior to Otsu's thresholding process [12]. Ancy and Nair proposed a method to perform 

contrast enhancement using Gamma correction proceeding to thresholding [13]. 

Bajaj et al., developed a global thresholding-based method for extracting breast boundaries 

from images, in which the images were segmented using a threshold and then supplemented with 

morphological operations to remove the background items such as scanning artifacts and labels 

[14]. Selvathi and Poornila develop a global thresholding method to extract breast boundaries, in 

which the input images are transformed into binary images based on a threshold value of 18, to 

extract the region of interest. After that, the breast boundary was smoothed using morphological 

operations using a structuring element of a 5 pixel radius. [15]. The review of literature endorses 
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the significant role of threshold in the segmentation process. This affirmation motivated the 

authors to analyse six prominent threshold-based segmentation methods. 

The performance of the six most popular threshold-based segmentation methods viz., 

Isoentropic, Kapur, Kittler & Illingworth's, Otsu's, Ridler & Calvard's, and Yen is analyzed in this 

article.This study aimed to examine the effects of these six techniques on mammogram images to 

ascertain the accuracy of segmentation, on a variety of mammograms featured with Fatty, Fatty-

Glandular, and Dense-Glandular breast tissues from the mini-MIAS database's normal class. The 

comparative analysis was performed using the metrics namely, region non-uniformity and 

computation time.  

In this article, the description of the experimental dataset is given in section 2 and section 

3 explains the mechanics of experimental analysis; section 4 explains the results and discussion, 

and the conclusions of this study are furnished in section 5. 

 

2. Experimental Dataset 

The images for experimentation were taken from the mini-Mammographic Image Analysis 

Society (MIAS) database of mammograms [16]. In MLO, there are 322 mammogram images. The 

actual MIAS database, digitized in the order of 50-μm pixel edge, was reduced to a 200-μm pixel 

edge; clipped/and padded to obtain each image of size, 1024 ×1024 pixels. All images are stored 

in portable gray map (.pgm) format and are 8-bit gray level scale images with the dynamic intensity 

range as [0–255]. The image database was established by the Mammographic Image Analysis 

Society for research. The mammograms are arranged in pairs, with each pair representing a single 

patient's left and right breast. The study has used 10 images from every type of breast tissues in 

normal mammogram images. 

 

3. Methods 

3.1 Thresholding 

In threshold-based segmentation, for a chosen threshold value, say t; the input image I , 

with the pixel intensity, say i get transformed into a binary intensity image, with two ranges of 

intensities i > t and i ≤ t, which conventionally denote the foreground and background of the image, 

respectively. This study is required to determine the optimal threshold value that can ideally 

separate the foreground breast region and background. The following sections explain the principle 
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of Isoentropic method, Kapur method, Kittler and Illingworth’s method, Yen method, Ridler and 

Calvard’s method and Otsu’s method.  

The computation of weighted sum, mean and variance for the extraction of background 

and foreground of an image is given in Table 1. 

Table 1. Statistical measures for background and foreground of images 

Statistics Measures Background (B) Foreground (F) 

Weighted sum of the 

variances (𝜔) 
𝜔𝐵(𝑘) = ∑ 𝑝𝑖

𝑘

𝑖=0

 𝜔𝐹(𝑘) = 1 − 𝜔𝐵 

Mean (𝜇) 𝜇𝐵(𝑘) = ∑
𝑖𝑝𝑖

𝜔𝐵

𝑘

𝑖=0

 𝜇𝐹(𝑘) = ∑
𝑖𝑝𝑖

𝜔𝐹

𝐿−1

𝑖=𝑘+1

 

Variance (𝜎) 𝜎𝐵(𝑘)2 = ∑(𝑖 − 𝜇𝐵)2
𝑝𝑖

𝜔𝐵

𝑘

𝑖=0

 𝜎𝐹(𝑘)2 = ∑ (𝑖 − 𝜇𝐹)2
𝑝𝑖

𝜔𝐹

𝐿−1

𝑖=𝑘+1

 

where, 𝑝𝑖 -is the probability of occurrence of ith gray level 

   

The basic principles of the six threshold based segmentation methods selected for this 

research are explained in the following section. 

3.1.1. Isoentropic method 

This method sets an optimal threshold value (k) that splits the grey-scale histogram into 

two parts of equal entropy, where entropy E(j) is expressed as [17]: 

                                       𝐸(𝑗) = ∑ 𝑝𝑖 log2
1

𝑝𝑖

𝑗
𝑖=0        (1) 

3.1.2. Kapur’s method 

Kapur’s method [18], sometimes referred to as maximum entropy criterion K(T) which is 

taken as a threshold that maximizes the sum of foreground (EF) and background entropy (EB): 

                   𝐾(𝑇) = [(𝐸𝐵 + 𝐸𝐹)]
    𝑘𝜖{0,…,𝐿−1}

𝑎𝑟𝑔𝑚𝑎𝑥
                              (2) 

where, 

                     𝐸𝐵 =
1

𝜔𝐵
∑ 𝑝𝑖 log2

𝜔𝐵

𝑝𝑖

𝑗
𝑖=0  ,      and       (3) 

          𝐸𝐹 =
1

𝜔𝐹
∑ 𝑝𝑖 log2

𝜔𝐹

𝑝𝑖

𝐿−1
𝑖=𝑘+1        (4) 
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3.1.3. Kittler–Illingworth method 

 This method assumes that the gray-scale histogram can be approximated through a mixture 

of two Gaussian distributions, one for the foreground and the other for the background and sets 

the threshold𝐾(𝑇), it minimizes the error between the original histogram and the mixture of the 

two approximating distributions [19]. The threshold function K(T) is expressed as 

𝐾(𝑇) = 1 + 2[𝑝1(𝑇) log 𝜎𝐵
2(𝑘) + 𝑝2(𝑇) log 𝜎𝐹

2(𝑘)] − 2[𝑝1(𝑇) log 𝑝1(𝑇) + 𝑝2(𝑇) log 𝑝2(𝑇)]  (5) 

3.1.4. Otsu’s method 

Otsu’s thresholding covers all possible thresholds and calculates the pixel values on each 

side of the threshold. This method selects a k-value that separates the foreground from the 

background based on the chosen threshold. It uses Intra-class variance, which is the weighted sum 

of the respective foreground and background variances [20]. 

                          𝜎𝑤𝑖𝑡ℎ𝑖𝑛
2 (𝑇) = 𝜔𝐵(𝑘)𝜎𝐵(𝑘)2 + 𝜔𝐹(𝑘)𝜎𝐹(𝑘)2   (6)  

3.1.5. Ridler and Calvard’s Method 

 This method computes the initial threshold value K0 for the given image, which is the 

average of all pixel intensity values [21].   It divides the picture into two classes as foreground and 

background. Then it computes the mean of the foreground classes as 𝜇𝑓 and background as𝜇𝑏. 𝐾𝐹 

and 𝐾𝐵, which are the mean values of the foreground and background pixels respective. The 

improved threshold value is 𝐾1: 

                                            𝐾1 =
𝐾𝐵+𝐾𝐹

2
                (7) 

This method computes the threshold value using Eqn.(7). The new threshold is denoted as 

𝐾1 and the previous one as 𝐾0. Finally, 𝐾1 is taken as the threshold value when 𝐾1approaches close 

to  𝐾0. 

3.1.6. Yen Method 

 This technique is a variant of Kapur’s method. The threshold is set at the value that 

maximizes the sum of correlated background and foreground. This method can be referred to as 

‘correlation’ and also referred to as the maximum correlation criterion [22]. The correlation of 

foreground (𝐶𝐹) and background (𝐶𝐵) is denoted as follows:  

  𝐾(𝑇) = [(𝐶𝐵 + 𝐶𝐹)]
    𝑘𝜖{0,…,𝐿−1}

𝑎𝑟𝑔𝑚𝑎𝑥
     (8) 

 

YMER // ISSN : 0044-0477

VOLUME 20 : ISSUE 11 (Nov) - 2021

http://ymerdigital.com

Page No:181



where, 

               𝐶𝐵 = log2 [∑ (
𝜔𝐵

𝑝𝑖
)

2
𝑘
𝑖=0 ]       𝐶𝐹 = log2 [∑ (

𝜔𝐹

𝑝𝑖
)

2
𝐿−1
𝑗=𝑘+1 ]    (9) 

 

4. Results and Discussion 

In this research work, the efficiency of the six selected methods are analyzed with the 

Region Non-Uniformity (RNU). The computation of RNU is given in Eqn.10. 

                                        𝑅𝑁𝑈 =
|𝐹𝐺𝐹|

|𝐹𝐺𝐹+𝐵𝐺𝐵|

𝜎𝐹
2

𝜎2
                   (10) 

Where, the variance of the whole image is denoted as 𝜎2 and the variance of the foreground 

is denoted as 𝜎𝐹
2. A well-segmented image has non-uniformity near zero. In the worst case, RNU 

becomes 1. The RNU measure does not need the ground truth data to validate the accuracy of 

segmentation. 

This study evaluates the performance of each of these threshold algorithms used to obtain 

the breast regions segmentation. The results of sample Dense-Glandular mammogram images for 

six thresholding methods are shown in Fig.1.  
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Fig.1. (a) Normal Dense-Glandular mammograms; Results of segmentation by (b) Isoentropic 

method, (c) Kapur method, (d) Kittler and Illingworth method, (e) Otsu method,  

(f) Ridler and Calvard method and (g) Yen method. 
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Fig.2. Histogram of Normal Dense-Glandular Mammogram images, (a) mdp003            

(b) mdp004 (c) mdp033 (d) mdp034 and (e) mdp035 

 

In order to depict the intensity distribution of the Normal Dense-Glandular mammogram 

input images, the histogram of these five input sample images is depicted in Fig.2.(a) to (e). It is 

apparent that the intensity of the maximum number of breast tissues is observed to be greater than 

150, that is the average intensity of the gray level 

The observation of the experimental results vouch that Isoentropic, Kapur, Kittler & 

Illingworth and Yen methods take the first-order probability distribution of the input image (i.e. 

histogram). Hence, these methods are proved to be invariant to any spatial redistribution of the 

original intensity values of the images. 
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The Otsu and Ridler & Calvard’s methods compute the threshold based on the statistical 

mean of the background and foreground pixels of the images in the mini-MIAS dataset.   

The RNU values obtained ten select on Normal Dense-Glandular mammograms for 

Isoentropic, Kapur, Kittler and Illingworth’s, Otsu’s, Ridler and Calvard’s and Yen are recorded 

in Table 1. For each trial image-specific threshold was assigned as depicted in Table 2. It is 

observed that the Otsu’s and Ridler & Calvard’s methods have produced almost the same results. 

 

Table 2. The performance analysis of Threshold value (T) and RNU for Dense-glandular (D) 

 

 

The purpose of this experiment was to validate the influence of the given threshold value 

on segmentation, measured as RNU. Fig.3 portrays the output images of the normal Fatty 

mammogram images chosen from the mini-MIAS dataset for the chosen methods. 

  

Methods 

 

 

Images 

Isoentropic Kapur 

Kittler  

and 

Illingworth 

Otsu 

Ridler  

and  

Calvard   

Yen 

T RNU T RNU T RNU T RNU T RNU T RNU 

mdb003 111 0.1565 150 0.0781 1 0.4819 90 0.1822 90 0.1822 193 0.019 

mdb004 119 0.1009 154 0.1535 1 0.4457 91 0.1383 91 0.1383 205 0.0105 

mdb033 32 0.7027 44 0.5954 1 0.6137 78 0.354 78 0.354 2 1.0654 

mdb034 61 0.3263 48 0.9623 1 0.6127 83 0.2518 83 0.2518 6 0.9759 

mdb035 40 0.6492 54 0.5912 1 0.613 85 0.2881 85 0.2881 4 1.1524 

mdb036 61 0.4168 63 0.5894 1 0.6199 86 0.3028 86 0.3028 5 1.024 

mdb040 98 0.4196 37 0.8212 1 0.8084 80 0.508 80 0.508 226 0.1383 

mdb057 136 0.0824 173 0.1688 1 0.5343 79 0.1092 79 0.1092 158 0.0897 

mdb062 75 0.1401 21 0.4964 3 0.9064 77 0.1357 78 0.1335 6 0.908 

mdb064 123 0.1036 142 0.1301 1 0.6146 84 0.1796 84 0.1796 140 0.0769 

Mean  0.3098  0.4586  0.6251  0.2449  0.2447  0.546 
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Fig.3. (a) Normal Fatty mammograms; Results of segmentation by (b) Isoentropic method,  

(c) Kapur method, (d) Kittler and Illingworth method, (e) Otsu method, (f) Ridler and Calvard 

method and (g) Yen method. 
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Fig. 4. Histogram of Normal Fatty Mammogram images, (a) mdp006, (b)mdp009 

(c) mdp011 (d) mdp026 and (e) mdp027 

 

The histogram of the respective five Fatty Mammogram images is shown in Fig.4.(a) to 

(e). The histogram of the five mammogram images shows that the maximum number of breast 

tissue regions of pixels distributed between the intensity values of 100 to 150. As observed from 

the results of those experimental methods on the normal fatty images, the accuracy of segmentation 

by Kapur, Kittler & Illingworth, Otsu, Ridler & Calvard’s and Yen methods were not good. The 

Isoentropic method is proved to segment better than its counterparts. 

YMER // ISSN : 0044-0477

VOLUME 20 : ISSUE 11 (Nov) - 2021

http://ymerdigital.com

Page No:187



Table 3 shows the threshold value (T) and RNU obtained algorithms for a normal 

mammogram image for fatty tissues. The RNU of the isoentropic system is observed to be close 

to zero. This thresholding method showed the best results for fatty mammogram images. 

Table 3. The performance analysis of Threshold value (T) and RNU for Fatty (F) 

 

 

This analysis reveals the impact of threshold on the thresholding algorithm for breast tissue 

segmentation. The results of sample Fatty-Glandular mammogram images for six thresholding 

methods are shown in Fig.5. 

 

 

 

 

 

 

 

 

   Methods 

 

 

Images 

Isoentropic Kapur 

Kittler  

and 

Illingworth 

Otsu 

Ridler  

and 

Calvard  

Yen 

T RNU T RNU T RNU T RNU T RNU T RNU 

mdb006 135 0.0548 162 0.0838 1 0.4193 75 0.072 75 0.072 153 0.113 

mdb009 99 0.1234 173 0.0988 4 0.4722 79 0.1454 80 0.144 162 0.1487 

mdb011 74 0.1241 180 0.0891 1 0.4268 82 0.1271 83 0.1252 165 0.0827 

mdb026 95 0.1227 147 0.1759 1 0.4342 71 0.2057 71 0.2057 170 0.0269 

mdb027 85 0.1552 145 0.2233 1 0.3652 61 0.1713 61 0.1713 134 0.2379 

mdb060 80 0.2602 127 0.2707 4 0.7707 55 0.2886 55 0.2886 9 0.7745 

mdb070 90 0.08 107 0.0562 1 0.3653 75 0.1007 75 0.1007 163 0.0113 

mdb076 117 0.1176 155 0.1703 1 0.5 79 0.1719 80 0.1708 145 0.1376 

mdb077 126 0.0772 158 0.1126 1 0.4459 73 0.1011 74 0.1002 150 0.1295 

mdb078 118 0.0822 166 0.0791 1 0.5188 73 0.1223 73 0.1223 149 0.0904 

Mean  0.1197  0.1359  0.4718  0.1506  0.1501  0.1752 
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Fig. 5. (a) Normal Fatty-Glandular mammograms; Results of segmentation by (b) Isoentropic 

method, (c) Kapur method, (d) Kittler and Illingworth method, (e) Otsu method, (f) Ridler and 

Calvard method and (g) Yen method. 

 

 

 

YMER // ISSN : 0044-0477

VOLUME 20 : ISSUE 11 (Nov) - 2021

http://ymerdigital.com

Page No:189



 

Fig. 6. Histogram of Fatty-Glandular Mammogram images, (a) mdp007 (b) mdp008 

(c) mdp014 (d) mdp016 and (e) mdp020 

The histogram of the respective five Fatty-Glandular Mammogram images is shown in 

Fig.6 (a) to (e). The histogram of the five mammogram images shows that the maximum number 

of breast tissue regions of pixels distributed between the intensity values of 100 to 200. The 

thresholding methods, Kapur, Kittler & Illingworth’s, Otsu, Ridler & Calvard’s and Yen methods 

cannot give well segmented images for Fatty Mammogram. Therefore Isoentropic method has 

given well segmented images for Fatty mammograms.  

Table 4 shows the threshold value (T) and RNU value obtained by thresholding algorithms 

for fatty tissue in a normal mammogram image. The Yen method's RNU is close to zero. For Fatty-

Glandular mammogram images, this thresholding approach generated the best results. 
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Table 4. The performance analysis of Threshold value (T) and RNU for Fatty-Glandular (G) 

 

The segmented methods selected for the comparative analysis were executed in a 

MATLAB R2013a on a PC with Intel(R) Core(TM) 2.20GHz processor and 4 GB RAM. The 

obtained computation time of six thresholding methods for Dense-Glandular, Fatty and Fatty- 

Glandular are shown in Tables 5, 6 and 7.  The results reveal that the execution time of Kapur is 

recorded Dense-Glandular as 0.0076, Fatty as 0.0073 and Fatty-Glandular as 0.0075, which is the 

minimum among the obtained results than the remaining thresholding methods.  

 

 

 

 

 

 

    Methods 

 

 

Images 

Isoentropic Kapur 

Kittler  

and 

Illingworth 

Otsu 

Ridler  

and 

Calvard  

Yen 

T RNU T RNU T RNU T RNU T RNU T RNU 

mdb007 116 0.0802 183 0.0637 1 0.5158 76 0.126 76 0.126 155 0.0679 

mdb008 129 0.0666 173 0.0566 1 0.4505 78 0.0994 78 0.0994 168 0.0567 

mdb014 139 0.0425 175 0.1925 1 0.5195 88 0.0944 88 0.0944 180 0.0283 

mdb016 122 0.0994 152 0.0728 1 0.6214 73 0.1443 74 0.1432 117 0.105 

mdb020 144 0.045 181 0.0495 1 0.4423 82 0.0732 82 0.0732 171 0.0617 

mdb022 89 0.1382 88 0.1403 1 0.5085 81 0.1558 81 0.1558 158 0.0455 

mdb024 68 0.1329 194 0.1819 1 0.3652 82 0.1001 83 0.098 172 0.0173 

mdb029 104 0.0625 73 0.1006 2 0.403 97 0.0696 98 0.0685 203 0.0053 

mdb031 83 0.1591 123 0.0829 2 0.3829 81 0.1635 81 0.1635 184 0.0111 

mdb041 103 0.1684 152 0.1887 1 0.5521 78 0.2095 78 0.2095 141 0.1204 

Mean  0.0994  0.1129  0.4761  0.1235  0.1231  0.0519 
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Table 5. The Computation Time of thresholding methods for Dense-glandular (D) 

Table 6. The Computation Time of thresholding methods for Fatty (F) 

 

Methods 

 

 

Images 

Computation Time (Sec) 

Isoentropic Kapur 

Kittler  

and    

Illingworth 

Otsu 

Ridler  

and 

Calvard   

Yen 

mdb003 0.0285 0.0071 0.0199 0.0214 0.0342 0.0082 

mdb004 0.0283 0.0103 0.0183 0.0121 0.0328 0.0079 

mdb033 0.0281 0.0071 0.0179 0.0119 0.0301 0.0076 

mdb034 0.0281 0.0072 0.0179 0.0122 0.0339 0.0076 

mdb035 0.0294 0.0073 0.0186 0.0124 0.0324 0.0076 

mdb036 0.0305 0.0078 0.0181 0.012 0.0352 0.0079 

mdb040 0.0393 0.0073 0.0212 0.0124 0.0318 0.0077 

mdb057 0.0304 0.0076 0.0183 0.0123 0.0399 0.0112 

mdb062 0.0302 0.0074 0.0181 0.012 0.0314 0.0115 

mdb064 0.0292 0.0073 0.0185 0.0135 0.0334 0.0111 

Mean 0.0302 0.0076 0.0187 0.0132 0.0335 0.0088 

Methods 

 

 

Images  

Computation Time (Sec) 

Isoentropic Kapur 

Kittler  

and    

Illingworth 

Otsu 

Ridler  

and 

Calvard   

Yen 

mdb006 0.0303 0.0082 0.0193 0.0122 0.0332 0.0075 

mdb009 0.0296 0.0071 0.0184 0.0118 0.033 0.0087 

mdb011 0.029 0.0072 0.0181 0.0125 0.0327 0.0077 

mdb026 0.0353 0.0072 0.018 0.0121 0.031 0.0088 

mdb027 0.0294 0.0071 0.0179 0.0158 0.0336 0.0075 

mdb060 0.0288 0.0072 0.0178 0.012 0.0307 0.0079 

mdb070 0.0311 0.0071 0.0181 0.012 0.031 0.0076 

mdb076 0.0293 0.0077 0.018 0.0122 0.0329 0.0075 

mdb077 0.0288 0.0072 0.0176 0.0122 0.0327 0.0078 
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  Table 7. The Computation Time of thresholding methods for Fatty-glandular (G) 

 

 

4. Conclusions 

This research work was designed to analyse the association between the selection of 

threshold value for threshold–based segmentation methods, with reference to Isoentropic, Kapur, 

Kittler & Illingworth’s, Otsu’s, Ridler & Calvard’s, and Yen mammogram images of mini-MIAS 

dataset. The performance was tested on the different types of mammogram images are Dense-

Glandular, Fatty and Fatty-Glandular. The effectiveness of segmentation was assessed using RNU 

and computation time. This study confirms that Ridler and Calvard's method gives the best results 

for Dense-Glandular segmentation, the Isoentropic method shows better results on Fatty, and the 

Yen method works well on the Fatty-Glandular normal mammogram images. It is further vouched 

that the Kapur method is proved to be computationally simple. 

mdb078 0.0285 0.0073 0.0177 0.012 0.0326 0.0075 

Mean 0.0301 0.0073 0.0181 0.0125 0.0323 0.0079 

Methods 

 

 

Images  

Computation Time (Sec) 

Isoentropic Kapur 

Kittler  

and    

Illingworth 

Otsu 

Ridler  

and 

Calvard   

Yen 

mdb006 0.0297 0.0071 0.0214 0.0121 0.0325 0.0077 

mdb009 0.0295 0.0071 0.0184 0.0124 0.0325 0.0076 

mdb011 0.0299 0.0094 0.0198 0.0119 0.0353 0.0076 

mdb026 0.0285 0.0072 0.0189 0.0119 0.0922 0.0076 

mdb027 0.0304 0.0074 0.0181 0.0118 0.0323 0.0076 

mdb060 0.0319 0.0075 0.0179 0.0118 0.0315 0.0075 

mdb070 0.0306 0.0072 0.0177 0.0119 0.0327 0.0081 

mdb076 0.0286 0.0072 0.0177 0.0118 0.0327 0.0076 

mdb077 0.0302 0.0074 0.0179 0.0121 0.0321 0.0075 

mdb078 0.0298 0.0074 0.0182 0.0122 0.0326 0.0111 

Mean 0.0299 0.0075 0.0186 0.0119 0.0386 0.0081 
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