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Abstract 

This paper introduces an evolutionary approach for training the adaptive network-based 

fuzzy inference system (ANFIS) in the field of speaker recognition. In contrast to previous 

methods that rely on gradient descent (GD), which often suffer from slow convergence and 

suboptimal local minima, this study employs Firefly Algorithm (FA), a swarm intelligence 

technique. FA is utilized to optimize the premise parameters of the rules, while the conclusion 

part is optimized using least-squares estimation (LSE). 

To assess the effectiveness of the proposed FA-ANFIS model, experiments are conducted 

using the CHAINS speech dataset for speaker recognition. The results obtained from the 

hybrid model demonstrate a significant improvement in accuracy when compared to similar 

ANFIS models optimized using gradient descent. Overall, the integration of FA into the 

ANFIS framework yields promising outcomes, showcasing its potential for enhancing speaker 

recognition accuracy. The findings highlight the effectiveness of the FA-ANFIS hybrid model 

as an alternative optimization technique for training ANFIS in speaker recognition 

applications. 
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__________________________________________________________________________ 

1. Introduction 

Speaker recognition is the process of automatically identifying a person based on their 

voice, utilizing speaker-specific information contained in speech waves [1][2]. This 

technology is widely used in real-world applications such as access controls, telephone 

applications, PC logins, and door control systems [3]. Despite extensive research has been 

conducted in this field, current approaches do not yet match the speed and accuracy of human 

recognition capabilities. 

 Human perception is highly adept at recognizing familiar voices and distinguishing 

between individuals based on subtle vocal cues and patterns. Significant strides have been 

made in speaker recognition systems due to advancements in machine learning, signal 

processing, and pattern recognition. Cutting-edge techniques, including convolutional neural 

networks (CNNs) and recurrent neural networks (RNNs), have been successfully employed to 

enhance feature extraction and augment accuracy in speaker recognition. Continued research 
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focuses on refining feature extraction techniques, developing novel deep learning 

architectures, and incorporating additional contextual or multi-modal information [4]. 

Although current speaker recognition approaches fall short of human capabilities, ongoing 

advancements aim to bridge the gap and enhance the efficiency and accuracy of speaker 

recognition systems. 

Neuro-fuzzy modeling offers an alternative approach to speaker recognition by combining 

the strengths of neural networks and fuzzy logic [5]. This approach aims to leverage the 

discriminative power of neural networks while incorporating the reasoning and deduction 

abilities of fuzzy logic. The model is trained as a neural network but incorporates a linguistic 

interpretation of variables using fuzzy logic. 

Neuro-fuzzy models encode information simultaneously and distribute the architecture 

within a numerical framework. Different architectures have been proposed, such as 

Mamdani's or Sugeno's [6] [7], depending on the type of rules included in the model. One 

influential fuzzy model is the Adaptive Network-based Fuzzy Inference System (ANFIS) 

proposed by Robert Jang [8]. ANFIS has been widely used in different domains, including 

speaker recognition [9] [10]. The rule base of ANFIS consists of fuzzy "if-then" rules of the 

Takagi and Sugeno's type, where the conclusion parts are represented as linear functions of 

the inputs instead of fuzzy sets. This approach reduces the number of required fuzzy rules and 

simplifies the modeling process. Neuro-fuzzy modeling has shown promise in improving 

speaker recognition performance. By combining the strengths of neural networks and fuzzy 

logic, these models can effectively capture complex patterns in speech signals and make 

accurate speaker recognition decisions. 

Fuzzy model building involves two crucial phases: structure identification and parameter 

optimization. In the structure identification phase, the number of fuzzy if-then rules and the 

membership functions of the premise fuzzy sets are determined. This phase establishes the 

foundation of the fuzzy model. 

The optimization of these parameters is one of the main challenges in ANFIS training. 

Classical learning methods, such as gradient descent, are commonly used but have the 

disadvantage of getting trapped in poor local minima. This limitation arises from the 

algorithm's reliance on a reduced search space around an initial random solution, which may 

not be suitable. To overcome this limitation, researchers have explored alternative techniques 

for parameter optimization in ANFIS models. One approach involves utilizing metaheuristic 

algorithms such as genetic algorithms, particle swarm optimization, or simulated annealing... 

These algorithms offer the advantage of exploring a wider search space and mitigating the 

risk of converging to suboptimal solutions.  

Hybrid approaches that combine gradient descent with metaheuristic methods have also 

been proposed. By leveraging the strengths of both approaches, these hybrid algorithms aim 

to enhance the optimization process and improve the quality of parameter configurations. The 

optimization of parameters in ANFIS models is an active research area. Researchers aim to 

develop more robust and efficient algorithms that can overcome the limitations associated 

with local minima. The goal is to enhance the accuracy and reliability of fuzzy models used 

in speaker recognition and other applications. 

In this study, we present an alternative training approach for optimizing ANFIS parameters 

more efficiently compared to the gradient method. Our proposed approach utilizes Firefly 
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Algorithm (FA).FA is an algorithm that explores a larger search space by utilizing multiple 

initial solutions, known as swarms. While FA is typically time-consuming, requiring a larger 

number of swarms and iterations based on the number of parameters to be optimized, we aim 

to reduce the training cost by applying FA only to the premise part of the rules. For the 

conclusion part, we employ a least square estimation (LSE) approach. To evaluate the 

effectiveness of our proposed learning algorithm, we conduct experiments using the CHAINS 

dataset for speaker recognition. We compare the results obtained from our proposed FA-

based ANFIS with those achieved by the traditional ANFIS trained using the gradient 

approach. 

The incorporation of FA for parameter optimization in ANFIS is anticipated to enhance the 

training process's efficiency and convergence. Our primary goal is to attain speaker 

recognition results that are more precise and dependable while minimizing the computational 

expenses related to training. 

The remaining sections of the paper are structured as follows: Section 2 provides a 

comprehensive review of the relevant literature pertaining to speaker recognition. In section 

3, we present a detailed explanation of the ANFIS model and the FA algorithm. We then 

outline the process of developing the FA-ANFIS model specifically for speaker recognition. 

While section 4 presents the experimental results obtained from our study and provides a 

thorough discussion of these results. Finally, in Section 5, we conclude the paper, 

summarizing the key findings and contributions of our research on speaker recognition using 

the FA-ANFIS model. 

 

2. Related work 

Automatic Speaker Recognition has witnessed significant advancements in recent decades, 

with numerous studies proposing different mathematical approaches to improve recognition 

rates. For instance, [11] employed Hidden Markov Model (HMM) for identifying Arabic 

speakers using Mel Frequency Cepstral Coefficients (MFCCs) [12] to represent the speech 

signal. The experiments achieved a 100% identification rate for text-dependent scenarios and 

80% for text-independent scenarios. 

 [13] Utilized formants and wavelet packet entropy as inputs to a neural network for 

classification. They reported recognition rates of 90.09% for vowel-dependent experiments 

and 82.50% for vowel-independent experiments. [14] Employed the Generalized Regression 

Neural Network (GRNN) and Back-Propagation Neural Network (BPNN) as classifiers to 

classify Chinese speakers. By employing the empirical mode decomposition (EMD) feature 

extraction method, they achieved a recognition rate of 78.16% and 88.82% with the 

respective methods. 

[15] Utilized an artificial neural network (NN) model for classification. They extracted 

MFCC features from the speech signal, reduced the dimensionality of the input eigenvector 

using the K-mean Linde-Buzo-Gray algorithm, and achieved a training network error of 

0.015 with 950 hidden layers. [16] Proposed an NN framework for text-independent speaker 

classification and verification using the TIMIT 8K database. They generated 39 MFCCs from 

preprocessed speech and achieved 100% classification accuracy. [17] Employed an ANN 

classifier with Back Propagation (BPNN) and extracted sixteen MFCC features from 50 
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users. They achieved identification accuracies ranging from 92% to 70% for 10 to 50 users, 

respectively. 

[18] Proposed a multiclass SVM-based speaker clustering method using feature vectors 

composed of 13 MFCCs and 13 delta-MFCCs. They achieved 97% accuracy on the NIST-

2002 speech corpus for 64 speakers. [19] Applied SVM, GMM, and a fusion of SVM with 

GMM for speaker and language recognition on the NIST 2003 data. They used 38 MFCCs 

and 36 LPC to describe the speech signal and reported an equal error rate (EER) of 6.46% for 

SVM, 7.47% for GMM, and 5.55% for SVM/GMM. [20] Proposed combining SVM with 

traditional GMM pattern classification using a 39-dimensional MFCC feature vector 

extracted from speech. They achieved a 100% identification rate when testing on 64 speakers 

from the TIMIT database. 

While [21] constructed a support vector machine kernel using the GMM supervector and 

conducted experiments on the 2005 NIST speaker recognition corpus. They achieved an EER 

of 5.68% and a minimum decision cost value (minDCF) of 0.0222 using a 19-dimensional 

MFCC vector. [22] Proposed GMM/SVM-based automatic speaker identification using 

different acoustic features such as RASTA-MFCC, Gamma tone Frequency Cepstral 

Coefficients (GFCC), and Mean Hilbert Envelope Coefficients (MHEC) in various noisy 

conditions. They conducted experiments on the TIMIT phone-labeled database corpus and 

achieved accuracies of 70.32% for RASTA-MFCC, 68.49% for GFCC, and 73.27% for 

MHEC under street noise. 

[23] Presented an Arabic speaker recognition system for forensic applications using GMM-

UBM. They used 39 MFCCs for feature extraction and achieved a recognition rate of 

approximately 97.8% with an EER of 1.98% using mobile channel recording. [24] Explored 

various deep features for text-dependent speaker verification in both the GMM-UBM and 

identity vector framework. They evaluated their systems on the RSR2015 database, and the 

best system achieved an EER of 0.1%. 

These related works demonstrate the diverse approaches and techniques employed in 

Automatic Speaker Recognition, showcasing improvements in recognition rates using 

different mathematical paradigms and feature extraction methods. Table 1 summarizes the 

key findings and results of these works in the field of speaker recognition. 

The ANFIS has the advantage of good applicability, ability, and performance in system 

identification, prediction and control. It has been applied in many different systems. Since not 

many research works have used it in speech recognition. Table 2 presents some of those who 

do. Thus, it is necessary to carry on the exploration of the use of ANFIS in speech 

recognition and to more thoroughly research this topic. 
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Table1. State art of speaker recognition 

 

The ANFIS (Adaptive Network-based Fuzzy Inference System) demonstrates favorable 

applicability, capability, and performance in system identification, prediction, and control 

tasks. Although its application in speech recognition has been relatively limited, there are 

some notable works that have explored its use in this domain. Table 2 provides an overview 

of such studies. However, given the scarcity of research utilizing ANFIS in speech 

recognition, further exploration and in-depth investigation of this topic are necessary to fully 

understand its potential and benefits in this field. 

 

 

Authors Dataset Features Classifier Results 

(Accuracy %) 

[11] 10 Arabic 

speaker 

MFCC HMM 100% 

[13] Own dataset five formants and 

seven entropies 

ANN 90,09% Vowel- 

dependent 

82,50% Vowel- 

independent 

[14]   laboratory 

database 36 

EMD GRNN BPNN 78% 

89% 

[15] Own dataset MFCC 

Kmeanlbg 

ANN 0,015 Error 

[16] TIMIT 39 MFCC ANN 100% 

[17]  16 MFCC ANN BPNN 92% 

70% 

[18] NIST 2002 MFCC CMS 

RASTA 

SVM 97% 

[19] NIST 2003 38 MFCC 

36 LPC 

SVM GMM 

SVM+GMM 

6,46% EER 

7,47% 

5,55% 

[20] TIMIT 64 

speakers 

39 MFCC SVM+GMM 100 

[21] NIST 2005 19 MFCC SVM+GMM 5,68% EER 

[22] TIMIT RASTA MFCC 

GFCC 

MHEC 

GMM+SVM 70,32% 

68,49% 

73,27% 

[23] KSU 39 MFCC GMM- UBM 97,8% EER 1,98 

[24] RSR2015 Deep feautures GMM –UBM 0,1% EER 
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Table 2. State art of ANFIS in speech 

 

         Authors Features ANFIS for Results 

(Accuracy 

%) 

[25] wavelet 

transform 

Recognition English 

language speech signals-

isolated words 

99% 

[26] MFCC; LPC and 

the first five 

formants 

Speaker verification 7.14% EER 

[27] LPC Recognition of discrete 

words 

58% 

[28] MFCC Speech emotion verification 93% for angry; 

89% for sad and 

85.3% for happy 

[29] MFCC Recognize of Malay speech 

digits 

85.24% 

[30] LPC, RC, LPCC, 

LAR, ARCSIN, 

LSF 

Identification of the speaker, 

language and the words 

spoken 

83.15% 

[31] MFCC Phonemes recognition 100% 

 

3. Development of FA-ANFIS Model 

   This section provides a description of ANFIS (Adaptive Neuro-Fuzzy Inference System) 

and FA (Firefly Algorithm). Additionally, it explains the process of developing a FA-ANFIS 

model specifically for the purpose of speaker recognition. 

 

3.1. The Firefly Algorithm 

The Firefly Algorithm (FA) is a nature-inspired optimization algorithm that was developed 

by Xin-She Yang in 2008 [32]. It is inspired by the flashing behavior of fireflies and their 

attraction to each other. The algorithm is particularly useful for solving optimization 

problems, such as finding the global minimum or maximum of a function. 

In nature, fireflies use their bioluminescent light to attract mates or communicate with each 

other. The Firefly Algorithm simulates this behavior by using the attractiveness of fireflies to 

guide the search for the optimal solution in a given optimization problem. 

The Firefly Algorithm simulates the behavior of fireflies through several key steps. Here's a 

brief overview of its functioning [33]: 

1. Initialization: A population of fireflies is randomly generated to represent potential solutions 

to the optimization problem. 

2. Evaluation: Each firefly is evaluated by calculating its fitness value based on the objective 

function of the problem. 

3. Attraction: Fireflies are attracted to each other based on their brightness, which is determined 
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by their fitness values.  Where a higher fitness indicates a brighter firefly.  Brighter fireflies 

are considered more attractive, and fireflies move towards brighter ones. Attractiveness 

between two fireflies depends on their distance and brightness. Closer and brighter fireflies 

have stronger attraction, while attraction decreases with increasing distance. 

4. Movement: Each firefly adjusts its position by moving towards a more attractive firefly. The 

movement is influenced by the distance between fireflies and their relative brightness.  

5. Intensity: Fireflies adjust their brightness based on their distance from the global best solution 

found so far. Closer fireflies become brighter, while fireflies farther away become dimmer. 

6. Updating: After the movement step, evaluate the fitness of each firefly in the new positions. 

If a firefly has a better fitness than the firefly it moved toward, the positions are updated. 

The Firefly Algorithm aims to find the best solution to the optimization problem by 

iteratively updating the positions of fireflies based on their attractiveness and movement. The 

algorithm continues until a stopping criterion is met, such as reaching a maximum number of 

iterations or achieving a satisfactory solution. 

The Firefly Algorithm has been successfully applied to various optimization problems, 

including function optimization, parameter estimation, feature selection, and clustering. The 

Firefly Algorithm is widely recognized for its simplicity and straightforward implementation, 

which has contributed to its popularity in solving optimization problems. However, in order 

to attain optimal outcomes for specific optimization tasks, it may be necessary to fine-tune its 

parameters. 

The Firefly Algorithm is derived from the natural behavior of fireflies, where they use their 

self-luminosity to approach each other in the dark. Yang proposed three assumptions to 

explain the behavior of fireflies. Firstly, all fireflies are considered unisex, meaning they can 

be attracted to any other firefly regardless of gender. Secondly, the attractiveness of a firefly 

is determined by its intensity, which is a function of the distance to other fireflies. As the 

distance increases, the attractiveness decreases. Lastly, the luminosity or luminous intensity 

of a firefly corresponds to the value of the cost function associated with the problem being 

solved. Mathematically, the Firefly Algorithm can be described by the following equations 

[32]. 

Let's represent the position of a firefly i as xᵢ = (xᵢ₁, xᵢ₂, ..., xᵢₙ), where n is the 

dimensionality of the problem. 

 The light intensity of a firefly is given by: I(r) = I0 exp(−γ.rij)  (1) 

Where γ is the absorption coefficient and (I0) is the initial value at (r = 0) 

 Attractiveness: The attractiveness Aᵢⱼ of firefly i towards firefly j can be defined as:  

Aᵢⱼ = β₀  exp(-γ. rᵢⱼ²)     (2) 

Here, β₀ represents the initial attractiveness (r=0), and rᵢⱼ represents the Euclidean distance 

between fireflies i and j and can be defined as: 

𝑟ij = ‖𝑥i – 𝑥j‖ = sqrt(∑ 𝑘=1 
d (𝑥𝑖,𝑘 − 𝑥𝑗,𝑘)2 )  (3) 

Where xik is the kth element of the spatial coordinate xj of the ith firefly and D denotes the 

dimensionality of the problem [19]. 

 Movement: The movement of a firefly i towards a more attractive firefly j can be achieved 

by adjusting its position xᵢ using the following equation:  

xi(t + 1) = xi(t) + β(xj(t) − xi(t)) + α(rand − 0.5)               (4) 
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Here, t represents the current iteration, β is the step size, Aᵢⱼ is the attractiveness, xⱼ(t) and xᵢ(t) 

are the positions of fireflies j and i, α is the random parameter and can be constant. "rand" is a 

random number generator that produces random numbers uniformly distributed in the range 

[0, 1]. [33] 

 

 

Algorithm 1. Firefly Algorithm 

_______________________________________________________________________________

_____________ 

Initialization of the parameters of FA (Population size, α, βo, γ and the number of iterations). The 

Light intensity is defined by the cost function f(xi) where xi(i = 1, . . . ,n). 

While (iter < Max Generation). 

            for i = 1:n (all n fireflies) 

              for j =1:n (all n fireflies) 

                  if (f(xi) < f(xj)), move firefly i towards j, 

                  end if. 

                                                 Update attractiveness β with distance r. 

Evaluate new solution and update f(xi) in the same way as (4). 

             end for j 

end for i 

            rank the solutions and find the best global optimal 

  end while. 

Show the results. 

_____________________________________________________________________

_________________________ 

 

 3.2. Adaptive Network-Based Fuzzy Inference System ANFIS 

ANFIS proposed by Jang in 1993 multi-layered neural network which connections are not 

weighted or all weights equal 1[8], ANFIS implement a first order Sugeno style fuzzy 

system; it applies the rule of TSK Takagi Sugeno and Kang form in its architecture [34]. This 

rule produces crisp outputs directly, as it uses polynomials as rule consequences [35]. 

 Rule: if x is A1 and y is B1 then f  x   px  qy  r  

Where x and y are the inputs, A1 and B1 are the fuzzy sets, f are the output, p, q and r are 

the design parameters that determined during the training process. 

ANFIS is composed of two parts is the first part is the antecedent and the second part is the 

conclusion, which are connected to each other by rules in network form. Five layers are used 

to construct this network. Each layer contains several nodes its structure shows in Figure 1. 

    Layer 1: executes a fuzzification process which denotes membership functions (MFs) to 

each input. In this paper, we choose Gaussian functions as membership functions: 

    (5) 

 Where c and σ are the center and the standard deviation values of input variable x 

respectively. 
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     Layer 2: executes the fuzzy AND of antecedents part of the fuzzy rules 

 

   (6) 

 

 Layer 3: normalizes the MFs 

    (7) 

 Layer 4: executes the conclusion part of fuzzy rules 

        (8) 

  

 Layer 5: computes the output of fuzzy system by summing up the outputs of the fourth 

layer which is the defuzzification process. 

 

             (9) 

 

 

Figure 1. ANFIS architecture 

 

 

 Training Algorithm 

              

               The training algorithm you described follows a two-step process: Structure 

Learning and Parametric Learning, Here's a breakdown of each step: 

 • Structure Learning: In this step, the algorithm determines the appropriate structure 

of the network, which involves deciding the partitioning of the input space, i.e., the number 

of membership functions for each input and the number of rules. When the input dimension is 

large, the number of rules can grow exponentially, making it crucial to find an appropriate 

structure. To overcome this problem, clustering techniques are often applied. These 

techniques help in grouping similar data points together, reducing the complexity of the 

network structure [36]; 

 • Parametric Learning: Once the structure is determined, the algorithm moves on to 
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adjust the antecedent and consequent parameters of the fuzzy inference system. The objective 

of this step is to minimize a specified objective function. [37] proposed four methods for 

updating these parameters, but the most common approach is hybrid learning, which 

combines Gradient Descent (GD) and Least Squares Estimation (LSE) techniques. 

  

 This algorithm is carried out in two steps: 

 1) Forward Pass: During the forward pass, the input patterns are propagated through 

the network to generate output values. In this step, the optimal consequent parameters are 

estimated using the LSE method, while the antecedent parameters are assumed to be fixed in 

the current training cycle. The LSE method involves finding the parameters that minimize the 

squared error between the predicted and target outputs. 

 2) Backward Pass: In the backward pass, the patterns are propagated through the 

network again. This time, the antecedent parameters are updated using the GD method. 

Gradient Descent is an optimization algorithm that iteratively adjusts the parameters in the 

direction of steepest descent of the objective function. During this pass, the consequent 

parameters remain fixed since they were already updated in the forward pass. 

       By iteratively performing the forward and backward passes, the algorithm continues to refine 

the antecedent and consequent parameters until convergence is reached, or a stopping 

criterion is met. This iterative training process helps the network improve its ability to make 

accurate predictions or decisions based on the given training data. 

    The hybrid procedure described above is repeated until the output error reaches a desired 

goal or a maximum number of training cycles is reached. However, it is important to note that 

this algorithm may encounter the issue of getting trapped at local optima. To address this 

problem, evolutionary algorithms can be an effective solution. These algorithms are capable 

of exploring a wider search space but can be computationally expensive, especially when 

there are numerous parameters to optimize. As a result, a combination of techniques is 

employed in this approach. Specifically, the Least Squares Estimation (LSE) method is 

utilized to optimize a subset of the parameters, namely the consequent parameters, while an 

evolutionary technique, such as Firefly Algorithm (FA), is employed to optimize the 

antecedent parameters cij and σij. This combination aims to strike a balance between 

efficiency and effectiveness in parameter optimization. 

 

4. Experimental and  Discussions 

 

4.1. Database 

   The CHAINS corpus, introduced by Cummins, Leonard, Leonardo, and Simko in 2006 

[37], serves as the database for this study. It consists of recordings from 36 speakers, 

including 28 individuals from the Eastern region of Ireland who speak Eastern Hiberno-

English. The remaining speakers originate from the United Kingdom (UK) and the United 

States of America (USA). The speakers were recorded in various scenarios, such as reading 

texts individually, in synchronization with a dialect-matched co-speaker, imitating a dialect-

matched co-speaker, whispering, and speaking rapidly under different conditions. Four 

speaker sets are available in this corpus: 8-speaker, 16-speaker, 24-speaker, and 36-speaker 
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sets. In this study, the 8-speaker and 16-speaker sets were utilized. The datasets are formatted 

in WEKA arff format and include speech samples encoded using 25 Mel Frequency Cepstral 

Coefficients (MFCC). 

4.2. Initial ANFIS Structure 

 

  The initial step in the process was to normalize all datasets, ensuring they were scaled 

within the        range of (0,1). This normalization procedure adjusted the values of the 

datasets to a standardized scale (using equation 10), facilitating consistent comparisons and 

analysis:  

 

        (10) 

 

Where Xn and X are the normalized and measured values, respectively. Also, the minimum 

and maximum values of the measured dataset are Xmin and Xmax respectively. 

 

   Once the initial ANFIS structure is determined, the fuzzy clustering algorithm (FCM) is 

employed to cluster the data space and determine the optimal number of rules and 

membership functions for both the antecedents and consequents. 

 

    In this application, the initial ANFIS structure is generated with 10 rules. Subsequently, 10 

Gaussian-type membership functions are generated for each input. The center of each 

membership function is initialized based on the corresponding fuzzy cluster obtained from 

the clustering process. The clustering is performed with a radius of 0.5, which helps define 

the boundaries and distribution of the membership functions within the input space. 

 

4.3. Training Methodology  

   Certainly, here is a more detailed explanation of the training conditions for the two 

methodologies used in the speaker recognition process: 

 

4.3.1. ANFIS Model 

 

a. Training Methodology: The ANFIS model is trained using a hybrid learning approach that 

combines Gradient Descent (GD) and Least Squares Estimation (LSE). 

b. Training Options: 

- Training Epoch Number: The ANFIS model undergoes 10 training epochs, where each epoch 

represents a complete pass through the training data. This iterative process allows the model 

to gradually learn and improve its performance. 

- Training Error Goal: The training error goal is set to 0, indicating that the objective is to 

minimize the difference between the model's predicted outputs and the actual outputs of the 

training data. Achieving a training error of 0 signifies optimal accuracy. 

- Initial Step Size: The initial step size is set to 0.01, which determines the magnitude of 

parameter updates during the GD and LSE optimization process. This step size helps control 

the rate at which the model parameters are adjusted. 
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- Step Size Decrease Rate: The step size decrease rate is set to 0.9, meaning that the step size is 

reduced by 10% after each training epoch. Gradually decreasing the step size allows for finer 

adjustments and improves the convergence of the optimization process. 

- Step Size Increase Rate: The step size increase rate is set to 1.1. If the improvement in the 

training error rate is not satisfactory, the step size is increased by 10%. This allows for faster 

progress towards the optimal solution if the model's performance is not improving 

significantly. 

 

4.3.2. Hybrid FA-ANFIS: 

 

a. Training Methodology: The ANFIS model's antecedent parameters are tuned using a 

combination of Firefly Algorithm (FA) and ANFIS. 

b. Training Process: 

ANFIS Antecedent Parameters: The focus of the training is on optimizing the antecedent 

parameters of the ANFIS model, which significantly influence the model's ability to capture 

speaker-specific characteristics. 

FA Optimization: The FA algorithm is employed to iteratively search for the optimal values 

of the ANFIS antecedent parameters. Inspired by the behavior of firefly, FA uses a 

population of fireflies to explore the search space. 

c. Particle Positions: Each firefly in the FA algorithm represents a potential solution in the 

search space. The positions of the fireflies are updated based on their individual best 

positions (the best solution found by each firefly) depending on their brightness and the 

global best position (the best solution found by any firefly in the population). 

 

d. Tuning Strategy: The objective function used in FA is based on the performance of the 

ANFIS model for speaker recognition. By iteratively updating the firefly positions, the 

algorithm aims to find the optimal combination of antecedent parameter values that yield the 

highest accuracy in speaker recognition. 

 

   To determine the optimal parameters for Firefly Algorithm (FA) algorithm, various 

parametric studies were conducted. In this study, a trial-and-error approach was employed to 

find the most suitable FA parameters. The model is illustrated in Figure 2. 

 

    The objective of the optimization process was to minimize the function for Recognition 

Rate. This function quantifies the accuracy of the speaker recognition system and serves as 

the criterion for evaluating the performance of the FA algorithm. The aim was to find the 

parameter values that would yield the highest recognition rate, indicating the most effective 

configuration for the FA algorithm. 

                                                 (11) 

Where di is the desired output, Oi is the ANFIS output for the ith sample from the training 

data, and N is the number of training samples. 
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4.4. Results and Discussions 

 

  The results obtained from the experiments and their discussions are as follows: 

 

Figure 3 presents the results obtained from applying the ANFIS model to the 8 speakers in 

the CHAINS database. The accuracy achieved was 87.99%. This means that the ANFIS 

model successfully recognized the speakers with a high level of accuracy. 

 

Similarly, Figure 4 showcases the results of the ANFIS model applied to the 16 speakers in 

the database. In this case, the accuracy achieved was 93.80%. The ANFIS model performed 

well in recognizing the speakers, achieving a high accuracy rate. Moving on to Table 3, it 

displays the results obtained from the FA-ANFIS model when varying the size of the 

population (NPop) for the 8 speakers. The experiment explored different population sizes 

ranging from 20 to 300 fireflies, with 1000 iterations. The findings revealed that increasing 

the population size generally improved the accuracy of the model. The highest accuracy of 

90.25% was achieved when using 200 fireflies. However, when the population size was 

further increased to 300 fireflies, a slight decrease in accuracy to 89.95% was observed. 
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Figure 2. Flowchart of hybrid FA-ANFIS 

 

 

Figure 3. Accuracy on 8 speakers using ANFIS    

Figure 4. Accuracy on16 speakers using ANFIS 

 

    In Table 4, the focus shifts to the application of the FA-ANFIS model on the 16 speakers, 

considering variations in both the population size and the number of iterations. The best 

accuracy obtained for the 16 speakers was 95.20%, achieved with 1000 iterations and a 

population size of 100. 

Table 3. Accuracy on 8 speakers using FA-ANFIS (1000 iterations) 

 

NPop 20 50 100 150 200 300 

Train 89.53 90.37 90.43 90.58 90.95 90.58 

Test 89.19 89.87 89.89 89.97 90.25 89.95 

 

Table 4. Accuracy on 16 speakers using FA-ANFIS 

 

Iteration        NPop 500 

100 

500 

200 

1000 

100 

1000 

200 

Train 95.20 95.26 95.34 95.36 

Test 95.97 95.14 95.20 95.18 

 

 

   To compare the two training methods, Table 5 and Table 6 present a side-by-side analysis 

for the 8 speakers and 16 speakers, respectively. The results clearly demonstrate the 

improvement in accuracy achieved by the FA-ANFIS model compared to the ANFIS model. 

For the 8 speakers, the accuracy increased from 89.99% (ANFIS) to 90.29% (FA-ANFIS). 

Similarly, for the 16 speakers, the accuracy improved from 94.80% (ANFIS) to 95.19% (FA-
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ANFIS). 

 

Table 5. Comparison of ANFIS and FA-ANFIS on 8 speakers 

 

Rate ANFIS FA-ANFIS 

Train 88.28 89.87 

Test 89.09 90.29 

 

Table 6. Comparison of ANFIS and FA-ANFIS on 16 speakers 

Rate ANFIS FA-ANFIS 

Train 93.97 94.21 

Test 94.91 95.19 

 

 

   These results indicate that the FA-ANFIS model, with its optimization capabilities and 

parameter tuning through FA, enhances the accuracy of the speaker recognition system 

compared to the ANFIS model alone. The experiments conducted highlight the effectiveness 

of the hybrid FA-ANFIS approach in achieving higher accuracy rates for speaker recognition 

tasks. Our research demonstrates a notable advancement compared to previous studies in the 

field, as evidenced by the results presented in Table 7. 

Table 7. Comparison of proposed method and existing model 

 

Dataset version Proposed  [38]  [39]  [40]  [41] 

8 Speakers 90.29 MLP 71.77 Self SSL 

81.45 

SVM 87.44 Entropy 83.94 

16 Speakers 95.19 MLP 58.08 Self SSL 

78.19 

SVM 83.70 SMargin 83.10 

5. Conclusion 

 

    In conclusion, this study introduced a novel approach for speaker recognition by 

developing an Adaptive Network based Fuzzy Inference System (ANFIS) tuned using Firefly 

Algorithm (FA). Unlike conventional learning algorithms that depend on Gradient Descent 

(GD), the use of FA provides advantages by avoiding local optima during the training phase. 

FA was specifically applied to optimize the antecedent part of the ANFIS model, while the 

consequent parameters were optimized using Least Squares Estimation (LSE), which yielded 

superior results compared to the GD method. 

   As for future perspectives, the research will expand to explore the application of FA 

optimization techniques to temporal and recurrent neural models, which can further improve 

the accuracy and performance of speaker recognition systems. Additionally, the focus will be 

on processing larger benchmark datasets that contain more than the current 36 speakers. By 

scaling up the experiments, a more comprehensive evaluation of the FA-ANFIS approach can 

be conducted, providing valuable insights and potential improvements for real-world 

applications of speaker recognition. 
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