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Abstract: Humans for a long time have been 

communicating with devices like computers, 

smartphones, television, robots, drones, etc. Our 

technological developments have been increasing at a 

pace never seen before. New innovations are taking place 

on a regular basis. We have been switching our focus 

towards innovative and useful technology. One of the 

technologies which have been continuing to grow and is 

very useful and we can see its impact on our day-to-day 

life is wireless technology. We can clearly observe its 

impact as computers, phones, internet, headphones, 

microphones, even the chargers and many more 

technologies have benefited from wireless technology and 

made our life easier, but when it comes to interacting 

with these devices, we are still using traditional methods 

like keyboard and mouse. In this paper we aim to achieve 

a method for interacting with these devices using 

gestures with the help of computer vision. The program 

uses webcam to get a real-time video feed and then 

detects the hand landmarks to identify the gesture and 

completes the task associated with the gesture. Hence, we 

can interact with a device without the need to physically 

touch the device. 
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I. INTRODUCTION 

Technology has completely changed the day-to-day lives of 

people. Our way of interacting with the environment and 

each other has changed significantly. Machines and 

computers have been proven very helpful for our 

development. With the advancement in technology 

everything is being automated and machines and computers 

are becoming an essential part of our lives. Yet after all this 

development in technology we are using the same old 

traditional methods for communicating with machines and 

computers like keyboard and mouse. 

Devices like keyboard and mouse decelerate the speed 

of communication with computers as we must provide very 

specific inputs for the desired outputs. With further 

advancements in technology the problem is being tackled. 

For example, with the advancements in wireless technology 

wireless devices like wireless mouse, trackpad, and 

keyboards are being developed and are already delivering on 

their promises but they are not the complete solution as they 

require separate charging, sometimes the communication 

and be disturbed due to some reasons etc. For actives that 

requires precise inputs such as gaming or programming 

devices like keyboard is still irreplaceable but for activities 

that doesn’t require such precise input like navigation 

definitely needs some innovation in this field as it consumes 

most of our time. From simple activities like navigating in 

our pcs in our day to day live, or changing the channels on 

television, we are completely dependent on physically 

touching the buttons. 

Gesture refers to the movement done by body parts 

specifically hand or forming certain patterns for example, 

waving or a thumbs up. Gestures are quite a normal way of 

communicating and are used by almost all of us in our day-

to-day life. The same concept can also be applied to 

computers using computer Vision. We can use our webcam, 

which already comes equipped in most of the current devices 

to capture the video feed and identify simple gestures of our 

hand, accompanied by technologies like face recognition it 

can become more precise and avoid confusion. 

In this paper we are going to implement this concept using 

Open CV and python, using our webcam to capture the feed 

and using open CV and python to recognize the hand 

landmarks and, successfully communicate with our device 

using gestures. 

 

 

II. LITERATURE SURVEY 

 

There are various other research going on in the field trying 

to come up with a solution for the above-mentioned problem. 

Neuralink is a company owned by Elon Musk which is 

working of brain implants that can give one ability to 

communicate to our computers just by thinking without 

Kushagra Singh 

Galgotias University 

kushagra.8a@gmail.com 

 

Anushka Singh 

Galgotias University 

anushkasingh13513@gmail.com

  

Ms. Lalita Verma 

Galgotias University 

lalita.verma@galgotiasuniversity.edu.in 

 

YMER || ISSN : 0044-0477

VOLUME 22 : ISSUE 05 (May) - 2023

http://ymerdigital.com

Page No:1071



physically touching our machine, but this kind of activity 

sounds risky and quite inaccessible in current times. 

 

Many companies are also working on voice assistants, which 

is yet another attempt to solve the above-mentioned problem. 

Many devices are already using this technology and getting 

some very good results. 

 

Combining this technology with technologies like computer 

vision, which is already quite accessible as most of our 

devices come equipped with cameras, we can have quite a 

similar method to communicate with our devices. 

 

III. OVERVIEW 

The objective of this research is to implement this concept 

using Open CV and python, using our webcam to capture the 

feed and using open CV and python to recognize the hand 

landmarks and, successfully communicate with our device 

using gestures. 

IV. ARCHITECTURE & EXPLANATION 

 

1. Designing and Experimentation 

 

1.1 Camera Setup 

 Our first objective is to receive feed from webcam. If we 

get a successful live video feed, we will further use the feed 

to identify different hand-landmarks as reflected in the 

image below. The device is able to recognize different hand-

landmarks in the hand and also able to recognize whether it’s 

a left hand or a right hand.  

 

Figure 1: Hand-Landmarks 

1.2 Hand Tracking Module 

The ability to perceive the shape and motion of hands will 

play a vital role in detecting the hand and improve the overall 

user experience. We are going to use MediaPipe Hands 

which is a high-fidelity hand and finger tracking solution. 

MediaPipe uses machine learning to detect 21 landmarks of 

the hand from a single frame. We are going to create a hand 

tracking module using MediaPipe Hands to efficiently detect 

hands and fingers from each frame of the webcam feed. 

Following are the various steps involved in the making of 

hand tracking module: 

• Get the Image: We will use the webcam feed to get 

the images from each frame of the video feed. If 

we successfully receive the images from the web 

cam feed, we will move on to the next step. 

• Find the hand and its landmarks: The next step is 

to check if the hand is detected, if the hands are 

successfully detected then we will use it to get the 

landmarks of each hand. We are going to set the 

max hand limit to “2” for better performance. If 

the module successfully detects hands, it will 

return an array of different hands and its 

landmarks. 

 

 

Figure 2: Hand Landmark Index 

• Extract Data: We have created different functions 

to extract data from each frame of webcam. We 

are going to use the extracted data to detect 

gestures. The following functions are used to 

extract different data from each frame: 

 

o Find Hands: Firstly, we need to convert 

each image to RGB format as 

MediaPipe is compatible with RGB 

format only. Then we are going to return 

an array of hand landmarks. 

o Fingers Up: The second method that we 

need is to detect how many or which 

fingers are up, and which fingers are 

down. This function will return an array 

of 5 integers corresponding to each 

finger. For example, if index finger is 

out it will return [1,0,0,0,0]. 

o Find Distance:   This function is used to 

find distance between two points. It will 

help us to draw on screen. 

We can program the device to detect certain kinds of gestures 

by setting conditions. For example, in the above image the 

as we can see all the five fingers are up so the program will 

return an array with each element corresponding to each 

finger. If the finger is up, it will return “1” or else return “0”. 
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For the above image the following array would be returned: 

[1, 1, 1, 1, 1]. 

1.3 Defining different gestures 

We are going to use computer vision to control 

presentation using gestures. We are going to define various 

gestures for different functionality. For example, we are 

going to use “thumb up” to go to previous slide. To achieve 

this, we are going to define a condition i.e., if the array 

returned equals to “[1, 0, 0, 0, 0]” then go to previous slide.  

 

Figure 3: Previous Gesture 

 Similarly, we can use “pinky finger up” to go to the next 

slide by setting up similar conditions as above only 

difference we will target the pinky finger by using 

condition that the array returned is equal to “[0, 0, 0, 0, 1]”. 

 

Figure 4: Next Gesture 

We are going to set a threshold; the gestures will be fire 

action only if they are detected above the threshold to 

avoid confusion and avoid actions to fire amidst 

confusion. The green line as shown in the image below is 

the threshold. 

 

Figure 5: Threshold 

Similarly, the third gesture that is used is two fingers up 

namely index and middle finger used to bring forth pointer. 

We can see the image below that a red pointer appears on 

the screen when the pointer gesture is detected, and this 

gesture follows the movement of the fingers. 

 

Figure 6: Pointer 

Similarly, the next gesture is to draw on the screen using 

the pointer. We are going to use index finger up for this 

gesture. We will use the find distance function to extract 

the data between two points and use that to draw the line on 

the screen. 

 

Figure 7: Draw 

Finally, the final gesture is to undo or delete the line if 

anything goes wrong. We are going to use three fingersup 

for the following purpose. 
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V. Results and conclusions  

 

I. Result 

The above program performed exceptionally, and the 

proposed method can significantly help in communicating 

with the device with using gestures and without the need to 

physically press keys. 

II. Discussion  
• This concept can be implemented for many 

purposes including navigation, volume control, 

and other different controls such as playing and 

pausing a song or video from a distance. 

•  This concept is not only limited to laptops, but it 

can also be applied to any device that comes 

accompanied by a camera for example mobile 

devices or smart television etc. 

• We can apply this for navigation through web or 

may even be implemented in web applications. 

• This concept can also be used in augmented 

reality and to control objects in 3D without the 

need to press buttons giving a more realistic 

feeling. 

 

III. Conclusion 

After examining all these features, we came to this 

conclusion that this method would be able to solve the 

problem of communication with devices and can even 

be used in everyday activities with some proper 

research and experimentation. 

 

IV. Future Scope 

Since we are only relying on computer vision, in next 

versions voice assistant technology can be coupled 

with this technology to make the process more 

efficient. 

Furthermore, technologies in the similar field can be 

proven useful to make the system more efficient. For 

example, model can be trained to recognize face of a 

presenter and only would react to the commands of 

the person. If the presenters are in a group, then the 

system can be programed to identify a gesture which 

allows to change the presenter. With all the above-

mentioned technologies the above program can be 

turned into a more precise and efficient system and 

can provide a wonderful user experience. 
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