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Abstract — End stage renal disease (ESRD) describes the
most severe stage of chronic kidney disease (CKD), when
patients need dialysis or renal transplant. Unhealthy lifestyle
is the primary reason for Chronic Kidney Disease(CKD) ,
CKD being the condition that leads to reduced renal
function expanding over a period of months or years. It is
rapidly becoming a concern of global health crises. It
processes in six stages according to severity level. Chronic
Kidney diseases are usually detected at a stage where the
diagnosis becomes next to impossible. So for the combat of
disease early prediction is necessary to provide the patient
with necessary and required treatment. This study proposes
the use of machine learning techniques for CKD prediction.
The main purpose of this study is to provide a sustainable
method that predicts CKD at an early stage with medical
accuracy b creating an ensemble machine learning model
including algorithms such as KNN, Decision tree, Random
forest,XGBoost, Stochastic Gradient Boosting, Gradient
Boosting and Extra trees. The random forest was found to
be showing the highest accuracy of 0.9966 and the overall
model gives an accuracy of 98 percent which is 1 percent
higher than the previous studies conducted in the same
domain.
Keywords: End stage renal disease, Machine learning,
Prediction model, GFR, Decision Trees, Random Forests,
KNN, Logistic Regression.

1.   INTRODUCTION

Chronic Kidney Disease (CKD) is a major burden in today’s
time. It is majorly contributing to the global health crisis.
Machine learning has the best features and libraries for the
prediction of things related to clinical data. In this model
data pre-processing is used for managing missing values,
data aggregation and feature extraction. Various algorithms
have been used in the model like KNN, Decision Tree,
Gradient Boosting, Stochastic Boosting, Random Forest and
extra trees. Random Forest being the most accurate of all.
10% of the global population is diagnosed with major health
diseases , major part of which is dealing with Kidney
diseases. While eventually leads to kidney failure.According
to Global Burden of Diseases Study GBDS 1990[10],CKD
was ranked 29th which has jumped to 18th rank in the last
decade as the recent study of GBDS that was conducted in
2019 suggests. CKD is projected to become the 5th most

common cause of death by 2040.10 percent of the global
population suffers from CKD. It is estimated that the
number of cases of kidney failure will increase
disproportionately in developing countries like China and
India.On the other hand, 15 percent of the US which is
about 37 million people have CKD. CKD has affected 500
million people worldwide. It is inferred that people who
have CKD are more likely to get End Stage Renal Disease
which requires extensive treatments like dialysis and
transplantation.The UCI clinical dataset of patients has
multiple features which are selected in order to obtain high
accuracy than the previous models by employing ensemble
learning that uses machine learning algorithms like Decision
Trees, K Nearest Neighbor, Gradient Boosting,Stochastic
Gradient Boosting, Extra Trees and Random Forests. The
features or attributes that are used to determine the accuracy
of CKD are blood pressure, sugar, blood, urea, serum
creatinine, potassium, white blood cell count, hypertension
and albumin.These values are found to have positive
correlation values that are swinging between 0.2 to 0.8. It is
also inferred that serum creatinine is found to be very less
significant in early stages of CKD where as in later stages it
is found to be one of the important determining factors of
CKD.From medical perspective, hypertension creates CKD
and specific gravity has 0.73 correlation. The dataset is
firstly preprocessed and splitted into training and testing
dataset into 80/20 ratio. The features selected are on the
basis of their correlation values, if they are positive then
they are fit to be used else negative values are discarded.
The final features obtained from the heatmap are albumin,
blood pressure,hypertension,specific gravity,etc and its
values are varying between 0.2 to 0.8. The proposed model
consists of an ensemble machine learning model that is a
combination of machine learning models such Decision
Trees, Random Forest, XGBoost, Stochastic Gradient
Boosting,Gradient Boosting and Extra Trees. The output of
all the algorithms of their respective predictions  are shown
altogether in the graph so that for each stage,comparisons
can be drawn between algorithms simultaneously and  high
accuracy results can be concluded.The system is examined
and evaluated through multiclass statistical analysis, and the
empirical results of  KNN, decision tree, gradient boosting,
stochastic boosting, random forest and extra tree algorithms
found significant values of 95.8%, 97.5%, 98.3%, 99.6%,
99.6%, 99.6% with respect to accuracy metrics.The random
forest  algorithm outperformed all other algorithms,
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achieving an accuracy and precision of 99.6% for all
measures.

2.  LITERATURE REVIEW

Chronic kidney disease  has become a major burden
worldwide and it is becoming  a leading contributor to the
global health crisis.People with CKD are highly prone to
getting ESRD(End Stage Renal Disease) which requires
extensive treatment like dialysis and transplantation.It also
brings about highly adverse effects on one’s psychological
health. It also adds to a lot of financial load and therefore,
its early prediction is highly necessary.. In Comparative
Analysis for Prediction of Kidney Disease Using Intelligent
Machine Learning Methods[1] ,a comparative analysis is
carried out between three machine learning algorithms such
as Decision Trees(DT), Logistic Regression(LR) and K
Nearest Neighbor(KNN). This study proposed a system that
included preprocessing of data,feature selection and then
finally applying the ML algorithm.The data preprocessing
removed all the noise and outliers so that it does not cause
the model to deviate from the proper training set The data is
cleaned,checked for null values and prepared for model
construction.For proper training and testing, the data is split
into 80/ 20 ratio of training to testing.The next step involved
feature selection that is done using a heat map. The absolute
values of correlation between features and class labels like
blood pressure, albumin,sugar,blood,urea,serum
creatinine,potassium,white blood cell count and
hypertension all have positive links.All the correlations with
positive values are considered The values varied between
0.2 to 0.8. From a medical perspective,hypertension causes
CKD and specific gravity has a 0.73 connection to CKD.
Albumin is one such protein that is assessed using the urine
protein test.If high levels of albumin are present in the
urine,it indicates that the filtration units in the kidneys
known as nephrons are damaged.However, in order to
establish the diagnosis, numerous tests need to be carried
out during a course of many weeks. Creatinine is another
such chemical compound that is obtained as a by-product of
muscle breakdown of chemical creatine.If it is present in
high quantities, it is inferred that the intake of protein diet is
high,the person has diabetic issues, dehydration
etc.Creatinine levels in women should be between 0.6 and
1.1 mg/dL, while those in males should be between 0.7 and
1.3 mg/dL.LR was found to be the most accurate out of the
three ML Techniques in predicting CKD with an accuracy
of 97%. DT gave the second best result with an accuracy of
96.25% followed by KNN with an accuracy of 71.25%.  The
novelty of this paper is that using the above mentioned ML
techniques, it produced a prediction model with accuracy of
97%.In Chronic Kidney Diseases Prediction Using Machine
Learning [12],the proposed system consists of the publicly
available dataset using UCI repository which contains 400
samples of two different classes i.e. CKD and
Non-CKD.there 25 attributes in the dataset out of which 11
are numeric, 13 are nominal and one is class attribute. It is

inferred that CKD is caused due to diabetes and high blood
pressure.For Classification, Support Vector Machine
algorithm has been used to predict the disease and its
performance. The proposed model also uses libraries from
scikit-learn. NumPy is leveraged to perform the
mathematical computations. The dataset is divided into
training and testing sets. The model uses a wrapper method
for feature selection using Ant Colony Optimization[4].
ACO is a meta-heuristic optimization algorithm.SVM
classifies the output  into two classes i.e. CKD and
Non-CKD. The overall objective of this study was to use
less number of determining attributes to predict the patients
having CKD and achieved an accuracy of 96 percentage.In
Chronic Kidney Disease Diagnosis Using Decision Tree
Algorithms[5], a comparative study has been carried out
between various classification algorithms.The dataset used
is from University of California Irvine(UCI).It comprises of
patient data which is then preprocessed and four attributes
are selected such as age,race,sex, and serum creatinine that
are used as in input to calculate the Glomerular Filtration
Rate.(GFR)It uses CKD-EPI equation since it is more
reliable to calculate the value of GFR.
GFR = 175* * *0.742(if female)𝑆𝐶𝑟−1.154 𝑎𝑔𝑒−0.0203

This equation can be used to calculate GFR in all stages of
CKD.It is known to be appropriate only when the GFR> 60
which is in the later stages of CKD.The model incorporates
predictive algorithms such as LASSO,Logistic
Regression,Elastic Net, KNN, Random Forests and Extra
trees. The results showed that Probabilistic Neural Models
showed the highest accuracy of 96.7 percentage followed by
Radial Basis Function and Logistic Regression with
accuracy of 85.3 and 82 percentage respectively.
In Machine Learning Prediction Models for Chronic Kidney
Disease Using National Health Insurance Claim Data in
Taiwan,the model predicts a patient's risk of developing
chronic kidney diseases after a period. The ML based
models could be efficiently initiating public health
initiatives such as early detection of CKD. The recursive
feature elimination approach is used to identify which
feature is most appropriate for prediction.The most
important CKD features are red blood cells count, cell
volume, specific gravity, hypertension and hemoglobin.The
random forest classifier outperformed all the other
classifiers like KNN, Decision Tree etc. The limitation of
the proposed model was that it had been tested on small data
sets only. The clinical data is collected from pathologist’s
and kaggle datasets.

3.   PROPOSED MODEL
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The preprocessing stage included estimating missing values
and eliminating noise, such as outliers, normalization, and
checking of unbalanced data. Some measurements may be
missed when patients are undergoing tests, thereby causing
missing values. The dataset has missing values. The
simplest method to handle missing values is to ignore the
record, but it is inappropriate with a small dataset. We can
use algorithms to compute missing values instead of
removing records. The missing values for numericals
features can be computed through one of the statistical
measures, such as mean, median, and standard deviation.
However, the missing values of nominal features can be
computed using the model method. In which the missing
value is replaced, the value is replaced by the most common
value of the feature.  In this study, the missing numerical
features were replaced by the mean method, and a mode
method was applied to the place missing nominal features.
The statistical analysis of the dataset, such as mean and
standard deviation; max and min were introduced for the
numerical features in the dataset.

Dataset
Kaggle University of California Irvine dataset was used to
gather CKD data. There are 400 patient records in the data
set, and some values are missing. It comprises various
clinical qualities that emerge in the prognosis of chronic
kidney disease, with the class attributes serving as the result
of the patient's level of chronic renal failure being predicted.

Data processing
The estimation of missing values, as well as the
normalization and validation of unbalanced data, were all
part of the preprocessing stages. When assessing a patient,
some measurements could be missing or incomplete.

Handling Missing Values
There are many completed cases in the data collection , with
the remainder missing. Ignoring records is the simplest
technique to deal with missing values; however this is the
only practical way for small datasets. For large datasets like
this the missing values are handled with the help of  mean
and mode method and random sampling method. The mode
method was used to replace the missing values of nominal
features.

Categorical Data Encoding
Because most machine learning algorithms only accept
numeric values as input, category values must be encoded
into numerical values. The binary values “0” and “1” are
used to represent the characteristics of categories such as
“no” and “yes”.

Data Transformation
It is the process of transforming numbers on the scale so that
one variable does not dominate the others. It alters the
values in the data set so that they can be processed further.
To improve the accuracy of machine learning models, this
research requires a data normalization technique. It converts
data between the -1 and +1 ranges. The converted data has a
standard deviation of 1 and a  mean of 0.
The formula is given below:
ω = (𝑥−𝑥)

σ
= Standardized scoreω

X = Observed value
= Mean𝑥
= Standard Deviationσ

Feature Selection
After  соmрuting  the  missing  values,  identifying  the
іmроrtаnt  features  hаving  а  strоng  аnd  роsitive
соrrelаtiоn  with  feаtures  оf  imроrtаnсe  fоr  diseаse
diаgnоsis  is  required.  Extrасting  the  veсtоr  feаtures
elimi-  nаtes  useless  feаtures  fоr  рrediсtiоn  аnd  those
thаt  аre  ir-  relevant,  which  prevents  the  соnstruсtiоn  оf
а  robust  diagnostic  mоdel  [25].  In  this  study,  we  used
the  RFE  method to  extract  the  mоst  іmроrtаnt  features
оf  а  рre-  diсtiоn.  The  Reсursive  Feаture  Eliminаtiоn
(RFE)  аlgоrithm  is  very  рорulаr  due  tо  its  eаse  of use
and  соnfigurаtiоns  аnd  its  effectiveness  in  seleсting
feаtures  in  trаining  dаtаsets  relevаnt  tо  рrediсting  tаrget
vаriаbles  аnd  eliminаting  weаk  feаtures.  The  RFE
method  is  used  tо  seleсt  the  mоst  sig-  nifiсаnt  feаtures
by  finding  high  correlation  between  sрeсifiс  feаtures
аnd  tаrget  (lаbels). RFEСV  lets  the  number  of features
in  the  dataset  аlоng  with  а  сrоss-vаli- dаted  sсоre  аnd
visualizes  the  selected  feаtures  is  рresented  in  Figure  3.
2.4.  Сlаssifiсаtiоn.  Dаtа  mining  teсhniques  hаve  been
used  tо  define  new  аnd  understаndаble  раtterns  tо
соnstruсt  сlаssifiсаtiоn  templates  [26].  Supervised  аnd
unsupervised  learning  techniques  require  the
соnstruсtiоn  оf  mоdels  bаsed  оn  рriоr  аnаlysis  аnd  аre
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used  in  mediсаl  аnd  сliniсаl  diаgnоstiсs  fоr
сlаssifiсаtiоn  аnd  regressiоn  [27].  Fоur  рорulаr  mасhine
leаrning  algorithms  used  аre   KNN,  deсisiоn  tree,
gradient boosting and extra trees,  whiсh  give  the  best
diаgnоstiс  results.  Mасhine  leаrning  techniques  wоrk  tо
build  рrediсtive/сlаssifiсаtiоn  mоdels  thrоugh  twо
stаges:  the  trаining  рhаse,  in  whiсh  а  mоdel  is
соnstruсted  frоm  а  set  of training  dаtа  with  the
exрeсted  outputs,  аnd  the  vаlidаtiоn  stаge,  whiсh
estimаtes  the  quаlity  оf  the  trаined  models  frоm  the
vаlidаtiоn  dataset  withоut  the  exрeсted  output.
Аlgоrithms  аre  suрervised  algorithms  thаt  аre  used  tо
sоlve  сlаssifiсаtiоn  аnd  regressiоn  рrоblems.

Decision Tree Algorithm

Decision tree is a type of supervised learning algorithm
(having a predefined target variable) that is mostly used in
classification problems. It works for both categorical and
continuous input and output variables. In this technique, we
split the population or sample into two or more
homogeneous sets (or sub-populations) based on the most
significant splitter / differentiator in input variables.

TYPES OF DECISION TREE

1. Categorical Variable Decision Tree: Decision Tree
which has a categorical target variable then it is called
a categorical variable decision tree.

2. Continuous Variable Decision Tree: Decision Tree
has continuous target variable then it is called as
Continuous Variable Decision Tree

TERMINOLOGY OF DECISION TREE:

1. Root Node: It represents the entire population or
sample and this further gets divided into two or
more homogeneous sets.

2. Splitting: It is a process of dividing a node into
two or more sub-nodes.

3. Decision Node: When a sub-node splits into
further sub-nodes, then it is called a decision node.

4. Leaf/ Terminal Node: Nodes that do not split are
called Leaf or Terminal nodes.

5. Pruning: When we remove sub-nodes of a
decision node, this process is called pruning. You
can say the opposite process of splitting.

6. Branch / Sub-Tree: A subsection of an entire tree
is called branch or sub-tree.

7. Parent and Child Node: A node, which is divided
into sub-nodes is called parent node of sub-nodes
whereas sub-nodes are the child of parent node.

WORKING OF DECISION TREE

Decision trees use multiple algorithms to decide to split a
node into two or more sub- nodes. The creation of
sub-nodes increases the homogeneity of resultant
sub-nodes. In other words, we can say that purity of the
node increases with respect to the target variable. Decision
tree splits the nodes on all available variables and then
selects the split which results in most homogeneous
sub-nodes.

1. Gini Index

2. Information Gain

3. Chi Square

4. Reduction of Variance

K-Nearest Number (KNN)

The KNN algorithm recognizes similarities between new
and previous data points and categorizes fresh test points
into existing related groups. The KNN method is a slow
learning algorithm since it is not parametric. This means
that instead of learning from Diagnostics 2022, 12, 116 8 of
22 the training data set, it should be secured. It uses K to
categorize the data. The distance between the new location
and the saved training point was determined using the
Euclidean distance.

Random Forest Classifier

The random forest algorithm is based on ensemble learning,
improving the model’s performance, and solving complex
problems by combining several classifiers. A classifier
named after the algorithm that contains multiple decision
trees averaged over a database subset to improve
predictions. In the forecasting process, it does not rely on a
single decision tree, and the random forest algorithm creates
a forecast from each decision tree that predicts the
conclusion based on the majority of decision votes. The
usage of several trees decreases the possibility of the model
overfitting. To predict the classes in the database, the
algorithm includes many decision trees, some of which can
predict the proper outcome while the others cannot. As a
result, there are two assumptions regarding the prediction’s
accuracy. To forecast a more accurate outcome than an
estimate, the algorithm must first include the actual value of
the feature variable. Second, there must be an extremely
low correlation between the forecasts for each tree. As a
result there are two requirements for high forecast accuracy.

4. RESULT/DISCUSSION
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The proposed model was created using various features
given in the data. The accuracy was calculated. The
confusion matrix was also utilized to evaluate performance
by using True Positives(TP), True Negatives(TN), False
Positives(FP), and False Negatives(FN).  All the null values
are filled using random sampling in the confusion matrix to
evaluate the performance.Twenty-four numerical and
nominal features were introduced from 400 patients with
CKD. Due to the neglect of some tests for some patients,
some computation methods were applied to solve this
problem. To solve the missing numerical values, the mean
method was used; for missing nominal values, the mode
method was used. There is a positive correlation, for
example, between specific gravity with red blood cell count,
packed cell volume, and hemoglobin; between sugar with
blood glucose random; between blood urea and serum
creatinine; and between hemoglobin with red blood cell
count and packed cell volume. There is also a negative
correlation, for example, between albumin and blood urea
with red blood cell count, packed cell volume, and
hemoglobin and between serum creatinine and sodium.
CKD has been accurately categorized.

Accuracy
It refers to the proportion of correct guesses to total
predictions. Accuracy can be described as the ability to
accurately predict the outcome of a situation.

Accuracy = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

Recall
The recall calculates the proportion of accurately predicted
positive observations to the total number of observations in
the class, as shown in the following equation.

Recall = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

Precision
As stated in the equation below, this metric represents the
proportion of accurately predicted positive observations to
total predictive positive observations.

Precision = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

F-Measure
Precision and Recall are weighted averaged in the
F-measure. False positives and false negatives are part of
the process. F-measure is a term that is defined as

F-Measure = 𝑇𝑤𝑜 × (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙)
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)

The F-Measure values lie from 0 to 1.

Comparative Analysis
In this section we present the proposed model. The data set
is split into 70% training and 30% test data set

Heatmap of the whole data set is shown in the diagram.

The proposed model is compared with other algorithms,
including KNN, Decision Tree, Gradient Boosting,
Stochastic Gradient Boosting, Random Forest and Extra
Trees. No parameter adjustments were made for the
algorithms to show improved performance. The default
values were used . All models are evaluated using f1 score.
The table shows the result of the proposed models when
tested on CKD data set.

Method Recall Precision F-Measure Accura
cy

KNN 0.97 0.96 0.97 0.9583

Decision
Tree

0.99 0.97 0.98 0.975

Gradient
Boosting

1.00 0.97 0.98 0.9833

Stochastic
Gradient
Boosting

0.99 0.97 0.99 0.9964

Extra
Trees

0.97 1.00 0.98 0.9963

Random
Forest

1.00 0.98 0.99 0.9966

The figure shows the accuracy graph comparing the
performance of the classification algorithms to the proposed
approach for CKD prediction.
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The accuracy of KNN, Decision Tree, Gradient Boosting,
Stochastic Gradient Boosting, Random Forest and Extra
Trees is 0.95, 0.97, 0.98, 0.994, 0.99, 0.996, respectively.
The proposed model was found to be the most accurate,
with a 99.6% accuracy rate. The results of all six classifiers
are shown in the table.
The F-1 score, recall, and precision of KNN were all 0.97,
0.97, 0.96 respectively. The F-1 score, recall, and precision
of Decision Tree were all 0.98, 0.99, 0.97 respectively. The
F-1 score, recall, and precision of Gradient Boosting were
all 0.98, 1.00, 0.97 respectively. The F-1 score, recall, and
precision of Stochastic Gradient Boosting were all 0.99,
0.99, 0.97 respectively. The F-1 score, recall, and precision
of Extra trees were all 0.98, 1.00, 0.97 respectively. The F-1
score, recall, and precision of Random forest were all 0.99,
1.00, 0.98 respectively.

5. CONCLUSION

A deep learning model for early diagnosis of chronic
Kidney disease is presented in this paper. This study
provided insight into the diagnosis of CKD patients to tackle
their condition and receive treatment in the early stages of
the disease. The dataset was collected from 400 patients
containing 24 features. The dataset was divided into 70%
training and 30% testing and validation. The dataset was
processed to remove outliers and replace missing numerical
and nominal values using mean and mode sta- tistical
measures, respectively. The most essential CKD features are
packed red blood cell count, albumin, cell volume, serum
creatinine, specific gravity, hemoglobin, and hypertension.
Different metrics, including classification accuracy,
recall,precision and f-measure, are used for the estimation of
comparative analysis. The RFE algorithm was applied to
select the most strongly representative features of CKD.
Selected features were fed into classification algorithms:
KNN, decision tree, gradient boosting, stochastic gradient

boosting, random forest and extra trees. The parameters of
all classifiers were tuned to perform the best classification,
so all algorithms reached promising results. The random
forest  algorithm outperformed all other algorithms,
achieving an accuracy and precision of 99.6% for all
measures. The system was examined and evaluated through
multiclass statistical analysis, and the empirical results of
KNN, decision tree, gradient boosting, stochastic boosting,
random forest and extra tree algorithms found significant
values of 95.8%, 97.5%, 98.3%, 99.6%, 99.6%, 99.6% with
respect to accuracy metrics.
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