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Abstract--One of the most critical challenges in model-driven research area is the automatic generation of the 

well-known CRUD (Create/Read/Update/Delete) functionalities form models. This work exploits the Model-driven 

Requirements Engineering (MDRE) approach that relies on requirements modelling to automate the production 

of a software application. An UML-like language is employed to model the initial user requirements. Moreover, 

this language is specific, and suggests constrained natural language case scenarios for more consistency, and 

coherence. The applicated translational rules take the input requirements models described as use case models 

accompanied with their domain models, and generates the CRUD implementation automatically from them. The 

resulted code adheres the well-known Model-View-Controller/Presenter (MVC/MVP) design pattern. However, it 

affects the Model layer, that is responsible on persisting and storing the data in a database system. The feasibility 

of the proposed method is shown through the pet-clinic example study. Even though, the presented transformation 

rules can be exploited for any platform, and any problem domain. 

 

Index terms: model-driven, requirements modelling, CRUD, use case scenarios, MDE/MDD, automatic code 

generation, pet-clinic. 

 __________________________________________________________________________________________ 
 

I. Introduction and related works 

Model-driven approaches (MDE/MDD/MDA, …)  have been largely adopted as software development paradigms 
over the last two decades. They are based on three pillars: higher-level of abstraction (i.e.: use of models), higher-
level of automation, and higher-level of standardization [1]. Furthermore, they have demonstrated the power of 
models in practically almost domains such as: mobile computing [2], cloud-computing [3], [4], cyber-physical 
systems [5], for embedded systems [6], geography [7], transport [8], [9] , e-health [10] , Internet of Things (IoT) 
[11], [12], … etc. The requirements are the initial entities in the software development process, and are meant to 
be clear and understandable for both the customers and the other stockholders such as the: software development 
environment. The generation of the software artefacts (models and code) is performed by two activities: Model-
to-Model transformation (M2M), and Model-to-Text (M2T) transformations. The portion of the generated code is 
tightly dependent to the maturity of code generator (partial or full) [13].  
The Model-driven Requirements Engineering (MDRE) discipline marries Requirements Engineering (RE) and 
MDE approaches to define the requirements with the help of models. These requirements have to be correct, 
consistent, unambiguous and easy to read/maintain [14]. The goal is to cope with the increasing complexity of 
technical systems [15] and to tackle the problem of automatic deliverance of a software application. Therefore, 
MDRE offers real benefits in term of productivity and quality [16], [17].  
Several relevant works have been proposed to convert input models down to source code taking into account the 
support of the CRUD functionalities. Some of these approaches coincides with our approach in many points such 
as: model-based, level of automation of CRUD implementation, … and so on. Nevertheless, they differ in other 
points like: the source model (i.e.: requirements models or design models (PIM or PSM, …)), languages/tools: 
source language, translational language, target language, and their underlying platforms, … etc.  
The work presented in [18] aims to automate the generation of the CRUD methods from data entities for data-
intensive web applications, relying on Model-driven web engineering (MDWE). They have applied a pattern-
based development approach for IFML (Interaction Flow Modelling Language) OMG standard. The AutoCRUD 
tool was developed on the top of WebRatio platform to reduce the specification of recurrent CRUD operations. 
Very recently, the article of [19] discusses a model-driven method that combines low-code development and 
requirements engineering to semi-automatically produce a software business application. They transform 
requirements specified with the Application Specification Language: ITLingo ASL language into the low-code 
platform: Quidgest Genio. The generated application covers the CRUD operations. 
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The contribution of Hamza Ed-douibi et al. in [20] exploits a model-driven approach to generate (semi-) 
automatically OData services relying on relational databases from UML models. Within their approach, the 
generation of CRUD operations is fully supported.  
In their proposal, Daniel Sanchez et al. [21] have used a method based on MDA principals to produce android 
applications from PIM model. The outputted Kotlin code supports the CRUD features.  
The authors in [22] have introduced a framework that deals with the MDA methodology so-called: E-MDAV 
(Extended MDA-View), in which they automated the generation of CRUD functionalities and thus, gaining in 
time and effort of development. Their approach addressed data-intensive web-based applications.  
The work presented in [23] allows to generate REpresentational State Transfer (REST) web services from textual 
requirements and domain models (CIM models) following the MDD/MDA paradigm: MDD4REST (semi)-
automatically. Their approach considers the generation of CRUD, and non-CRUD operations with SQL and 
NoSQL databases too. 
Christoforos Zolotas et al. in [24] proposed a model-driven architecture variant to convert textual requirements 
and visual story boards to an operational RESTful web service including crud and non-crud functionalities. The 
same authors have introduced the RESTsec low-code mechanism in [25],  to offer secure enterprise services rapidly 
and automatically. They generate the standard CRUD operations, in addition to ABAC access control code to 
provide authorization capabilities for each CRUD operation. 
The approach of [26] aimed to produce an MVC2 web application based on MDA technology from high-level 
CIM models. The web-based application code comprehends the CRUD operations. 
Amine Moutaouakkil and Samir Mbarki in [27] have provided a method for transforming Struts model into 
CodeIgniter model following the MDA discipline. Their code encapsulates the basic CRUD methods.  
Herein, the presented study is based on Model-driven Requirements Engineering principals to project the 
automatic generation the CRUD implementation from use case scenarios with their visual domains, according to 
the Model-View-Controller/Model-View-Presenter (MVC/MVP) architectural pattern.  
The critical problem in MDRE approaches, is the absenteeism of a universal and a standardized language for 
requirements modelling from one hand, and the lack from admittance of the supporting tools for modelling from 
the other hand [28].  Moreover, UML, and SysML standards are currently the most widespread used modelling 
languages by the Object Management Group consortium (OMG). In this work, a specific and coherent modelling 
language is exploited to define the requirements. This language embeds vocabulary and domain (notion) modelling 
into use case modelling, to guarantee better understanding and consistency of requirements specification, and it 
was implemented under a suitable tool support. The pet-clinic case study has been presented to test the feasibility 
of the model-based approach. Nonetheless, is not restricted, and can be applied for any kind of problem domain 
such as: physics, geography, geology, environment, e-Learning …etc. 
The remaining of this paper is organized as follows: the next section gives an overview of the investigated 
modelling requirements language. Afterward, Section III. presents the pet-clinic example study. Finally, this paper 
is concluded in Section IV. 

II. Methodology: from use case scenarios to CRUD implementation 

A. Overview of the Requirements Specification Language 

To capture the user requirements, this paper uses a consistent language called: RSL: Requirements Specific-
Language. This language represents the requirements as: use case diagrams with their textual scenarios (in a 
constrained natural langue): i.e.: functional requirements, plus the domain model: vocabulary requirements. 
With the help of transformation rules, the target UML design models and code are automatically extracted. The 
RSL’s abstract syntax is defined with the MOF standard. The requirements model is edited under a tool suite. The 
transformation engine includes the technological details of the envisioned platform [16]. 
The use case scenarios in this language are a sequence of SVO-O (Subject-Verb-Direct-Indirect Object) sentences. 
There are two grand categories:  
 
1)- “Actor-to-” sentences: they start with “Actor” (User) as a subject, which can perform an action such as: 
triggering, entering data, closing windows, …etc. 
2)- “System-to-” sentences:  the subject is the “System”.  They specify reactions to the actor’s actions. They serve 
to presenting data to the user, or performing calculations, fetching data, … and so on. 
The type of the actions/reactions are distinguished according to the “verb”. For example: Select, print, update, 
save, close, … etc. 
In this paper, the “System-to-” sentences are used to be transformed into the Model layer code, as they contain the 
CRUD verbs. 
The use case diagram is complemented with the vocabulary notions pertained to the problem domain. 
The main domain element is the “Concept”, that have “Attributes”. The “Attributes” are linked to “concepts” via 
the “containment” relationship.  The “Concepts” are related to each other via “Association” relationship.  
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B. Transformations phases 

 A set of transformation rules is provided to translate scenario sentences into CRUD operations. The structure of 
the code respects the MVC/MVP pattern.  By convention, the name of the Model classes starts with “M”. 
In order to derive code and UML design model, two main phases of the transformation should be pursued as 
follows: 

� Model-to-Model transformation (M2M): to derive design models (UML class diagrams) including the 
CRUD operations + validate. 

� Model-to-Text transformation (M2T): to extract code from the design classes for the target platform (ex. 
Java). 

C. Transformation rules 

− The SVO-O sentences containing the verbs pertaining to CRUD actions are translated into classes in the 
model layer. The name of the class is derived from the direct object (notion). For example:  the “System 
updates veterinarian data” sentence is translated into “MVeterinarianData”. 

− The sentences containing read verbs (read, get, fetch, retrieve … etc) are translated into operations in the 
appropriate model classes. The operation’s name is taken from: the verb name concatenated with the 
direct object. In sentence “System gets pet list for owner”, the operation’s name is “getsPetsList”. 

− The sentences containing non-read verbs (Create, Update, Delete) are translated into operations in the 
appropriate model classes, with the operation’s name is taken from the verb name concatenated with the 
direct object. In the sentence “System saves owner data”. The name of the method is: “savesOwnerData” 
The non-crud actions can be for example: save, write, add, ... etc. (for CREATE), for UPDATE (override, 
edit, modify, …etc), for DELETE action (remove, erase, destroy, …etc).  
 

Figure 1 describes the overall process of CRUD methods generation from RSL.  

Figure 1: From user requirements to CRUD implementation in a snap  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Transformation language 

List all vets Edit vet 

1. User selects list all vets 
2. System gets veterinarian list 

cond: => vet list not empty [1] 
3. System shows vet list screen 

Invoke/insert Edit vet 
Final: success 

 

 

 

CRUD methods in an UML model class 

CRUD methods in a Java Model class 

User requirements 

+ 

invoke 

Domain model 
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A. Tools used 

In this practical study, the chosen target platform was: Java. For this, the open-source Hibernate Object-Relational-
Mapping (ORM) was employed, to correspond the java persistent classes (Data Transfer Objects: dtos) to the 
relational database code. Additional transformation rules have been developed to produce the Hibernate code (i.e.: 
Configuration, and mapping files). At this stage, our dedicated transformation engine that interfaces with the tool 
supporting RSL is utilized. Regarding, the database schema, the tables, and the views were designed under MySQL 
relational database management system (RDBMS) due to its popularity.  
Finally, the code generator tool (here: Enterprise Architect) produces source code from the outputted UML design 
classes from the requirements models (also using our transformation engine). The generated code can be viewed, 
compiled and executed by any Java development environment (Eclipse, JBOSS, ….). 

III. Pet clinic System Example study 

To examine the feasibility of the given approach, we have applied it for the “Pet Clinic” system which is the 
problem domain defined using the RSL notation. This study comprehends a variety of “user-system” interactions, 
defined within use case scenarios. In the next subsections, the details for the case study are summarized. 
 

A. Source model 

The RSL source model is composed from: the use case diagrams with their textual scenario sentences, plus the 
domain models. 
The use case diagram for the “Pet clinic system” comprises twelve use cases as indicated in Figure 2. The user is 
connected to the use cases via the “use” relationship (four use cases: list all owners, add new pet, find pet, and list 

all vets). The other seven use cases are interconnected through the « invoke » relationship. 
 

 
Figure 2: Use case diagram for “Pet Clinic System” 

 

To complete the definition of the system, the “Domain Engineer” has also to develop the domain model.  illustrates 
the main RSL domain model for the “Pet clinic system”. It includes six concepts: “Pet “, “Owner “, “Visit “, 
“Speciality”, “Pet type”, and “Veterinarian”. These concepts are interconnected trough the “Association” 
relationship, and each “concept” has “Attributes” linked to it with the “Aggregation” relationship”. For example, 
the “Pet” concept has three attributes: “name”, “age”, “birthdate”. The “Owner” concept has six attributes: “owner 
first name”, “owner last name”, “address”, “city”, “phone number”, “email”. 
In this study, the “Edit visit” use case is described in details in  
 and  Figure 5 respectively. The other use cases and their stories are similar to the « Edit visit » use case, and are 
not shown here. 
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The scenario in  starts with an « Actor-to-Trigger » sentence that defines the initial interaction of the user. This 
sentence is followed by a “System-to-Simple View » sentence (System overrides visit data) to update the visit’s 
data. Sentence no 3 is of type « System-to-Screen » to exhibit the « visit form » screen. The succeeding sentences 
allow to the actor to edit visit data (sentence n° 4), and to select a trigger element (here: button. Observe Sentence 
n°5 of Figure 5). 
 

Figure 3: The main RSL domain model for “Pet-clinic system” 
 
Next, the system validates the data, if correct, the main scenario will end by two SVO sentences to update the data, 
and to print it in the screen for the user. Else, it will finish by also two SVO sentences to show a wrong message 
for the user, and close the visit form.  
 

Figure 4: Use case scenario for "Edit visit" use case 
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Figure 5 presents the domain model for “visit data” simple view, which is linked to a set of attributes via “1-1” 
relationship.  Also, it is related to “visit form” to print the data. Other elements can be observed: “edit visit”, and 
“update visit” triggers, and two messages: “updated visit message”, and “wrong visit data message”. Moreover, 
there is another kind of relationship between the « visit data » simple view and the « visit » concept called “main 

concept”. 

Figure 5: The source domain model for "Edit visit” 

 

B. Target code  

After finishing developing the RSL source model, the transformation program is executed, to automatically 
deriving the target model including UML classes, and Java code.  
As aforementioned, the structure of the code adheres the MVC/MVP pattern. The code illustrated in this study 
reflects the Model layer for persisting and storing the data in a database. 
The outputted code for the Hibernate files, and the persistent classes are not shown here. 
A fragment of the resulted java code and UML class model are shown in Figure 6, for the “Edit visit” use case 
scenario. 
The notion “visit data” (which represent the direct object in the sentences) is translated into “MVisitData” class: 
UML class (See top of Figure 6), and Java class (see bottom of Figure 6). 
As can be observed in the “Edit visit” use case scenario in  
, there exist two SVO-O sentences which comprehend two distinct CRUD verbs: sentence n° 2 contains a verb for 
the action “read”: that is “retrieves”. Sentence n°7 contains a verb for the “update” action, that is “overrides”. 
 
- The sentence “System retrieves visit data” is translated into “retrievesVisitData” method in “MVisitData” 

Model class.  This class calls “read’s” Hibernate method to fetch the data from the “visit data”” database view 
(See lines 19-21 of Figure 6). 

- The sentence “System overrides visit data” is translated into “overridesVisitData” method in “MVisitData”. 
This class calls the “update’s” Hibernate method to update the data in the “visit data” database view (See lines 
23-25 of Figure 6). 
 

The code for the other scenarios, is analogous to this one, and is not given here. 
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Figure 6: Target code: UML and Java model classes for “visit data” view 

IV. Conclusion and discussion 

The generation of the standard CRUD functionalities is extremely important to handle data in a database system. 
Modelling requirements with a consistent language allows defining correct, coherent and precise requirements. 
Thus, considering them as primary entities for software development, which leads to automatic extraction of code 
and models. In this paper, a model-driven method was applied, which focuses on modelling the initial user 
requirements that is Model-driven Requirements Engineering (MDRE). 
A chain of translational rules has been presented in this study to automatically engender the database access 
implementation i.e.: CRUD operations to persist and store data in a database system. For this, we have investigated 
a DSL for requirements specification with use case models (functional requirements) accompanied with the 
domain (notion) models (vocabulary requirements). These input models are afterward transformed into a running 
application that complies with the popular MVC/MVP design pattern.  
Furthermore, the transformation procedures should be rewritten whenever the envisioned platform changes (e.g.: 
web-based, mobile-based, C++, … etc.). 
In order to proof the applicability of the given approach, the pet-clinic system was considered as the problem 
domain, and has shown the possibility of auto-generating the CRUD implementation from use case scenario 
sentences. Albeit, it can be applied to other problem domains such as: geography, geology, e-Learning, … etc.  
From the conceptual point of view, the proposed method seems very beneficial as it makes the software 
development faster. Even so, it has not been analysed for industrial projects, neither for big databases. The 
transformation programs are capable to access and manipulate efficiency the data in the database views while 
applying simple requests (accessing one database view). So far, several difficulties are encountered regarding more 
complex “joins” queries (i.e.: manipulating multiple database views at the same time), since, these programs are 
very dependent to the database management system (under the theory of the DBMS must be able to…). 
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