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Abstract: Speaker Recognition is necessary in the field 

of authentication, and surveillance to validate the user’s 

identity utilizing extracted feature characteristics of audio 

speech signal. In this work, the speaker recognition is 

performed by deep neural network-Radial Basis Function 

(DNN-RBF). Initially, the available speech signals are 

preprocessed to remove the noise from the input signal. 

The noise removal in the input signal is performed by 

wiener filter. From this pre-processed signal, the wavelet, 

Mel frequency cepstral coefficients (MFCC), and 

Gammatone frequency cepstral coefficients (GFCC) 

features are extracted. The Triumvirate features are 

estimated from the Gaussian Mixture Model (GMM) 

super vector in which the dimensionality of extracted 

features is reduced. Extracted Triumvirate features are 

then injected within classifier for recognizing the specific 

speaker. Based on these extracted features, the speakers 

are recognized by Adaptive Harris Hawk Optimization 

(AHHO) based DNN-RBF in an appropriate manner. The 

performance of this speaker recognition process is 

evaluated with Voxceleb and TIMIT dataset. Some of the 

performance metrics like precision, accuracy, and recall 

are evaluated to evaluate the effectiveness of this 

proposed technique. Meanwhile, Decision Cost Function 

(DCF) and Equal Error Rate (EER) for Voxceleb dataset 

is also evaluated in this method. The EER and DCF of 

Voxceleb is compared with EER and DCF of TIMIT 

speaker recognition dataset. The proposed speaker 

recognition technique is evaluated with different 

performance measures like EER, DCF, accuracy, recall 

and precision.  The accuracy, EER, DCF, precision, and 

recall values attained by proposed AHHO based DNN-

RBF is 97.4%, 0.8 (EER-Voxceleb), 1.25 (EER-TIMIT), 

0.006 (DCF-Voxceleb), 0.0135 (DCF-TIMIT), 94.8%, and 

96.3% respectively. The presence of adaptive optimization 

approach improves the performance of DNN-RBF in 

speaker recognition. The performance metrics of 

presented approach (DNN-RBF-AHHO) is correlated 

with some existing algorithms. The implementation 

process is performed in Matlab platform. 

Key words: Speaker Recognition, Adaptive Harris Hawk 

optimization, DNN-RBF, MFCC, GFCC, and discrete 

wavelet transform (DWT).  

 

1. Introduction 

Speaker Recognition plays a major role in communication 

and surveillance area. This recognition process is 

evaluated by matching the training data with the test data. 

In recent years number of experiments were done to 

improve this recognition approach. The existing 

approaches outcomes include some trouble causing factors 

they are additive noise, linear channel distortion and 

reverberation [1, 2]. The classifier modeling and feature 

extraction of audio are the two important components in 

speaker recognition [23]. The features that are used for 

speaker recognition system is LPCC (linear prediction 

cepstral coefficients), fundamental & spectrum frequency 

histograms, averaged auto-correlation, MFCC and 

instantaneous spectra covariance matrix [3]. Among all 

these MFCC has a major significant in speaker recognition 

process [4, 23]. 

More basically applied feature for speaker recognition is 

MFCC [24]. The obtained MFCC are calculated for the 

entire training set samples and they are stored for speaker 

recognition. MFCC feature computes both the training and 

testing set samples [5, 22]. The MFCC assumes the signal 

as stationary therefore it fails to accurately analyze the 

localized events. To avoid such issue the DWT feature 

extraction process is also included in this proposed work. 

The GMM introduced a number of methods for speaker 

recognition they are  SVM (support vector machine),  JFA 

(Joint Factor Analysis), GMM-Universal background 

model (GMM-UBM), and i-vector models. [9, 10].The 

data gathered by GMM is used to enhance i-vector 

performance in speaker recognition [8, 21]. The GMM 

used in speaker recognition includes speech signals 

probability density function and Gaussian components 

[23]. The entire framework of i-vector is employed to 

obtain a better performance from the low dimensional 

speech sounds. It is identified as a predominant approach 

due to its extraordinary performance, condensed 

representation, and less computational complexity. I-vector 

models the speech sounds from an inconsistency subspace 

[6, 20]. This i-vector has two important demerits in real 

time application they are, first the less amount of data 

rapidly reduces the robustness of i-vector. Secondly, an 

unwanted latency is introduced after ending the 

computation process [7, 25].  
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Deep learning provides an enormous success in neural 

networks. Two feed-forward architectures most effectively 

used for speaker recognition are Convolutional Neural 

Networks (CNN), and DNNs [13]. The suitable 

information from the raw data is extracted by DNN-RBF. 

Initially, the layer-by-layer unsupervised learning is 

proposed to train the DNN-RBF and it is finely tuned by 

the supervised learning algorithm. Finally, the DNN-RBF 

is trained to remove the unwanted features from the audio 

signal [14]. The DNN-RBF output defines the arrangement 

to gather considerable amount of statistics for Triumvirate 

feature extraction [21]. An AHHO algorithm is 

introduced for optimizing a DNN-RBF weight parameter, 

whereas this optimization may improve DNN-RBF 

recognition activity. It is a gradient-free and population-

based optimization technique so it is applied for various 

optimization issues. The major tactic of this HHO 

algorithm is “seven kills” strategy that is normally 

defined as “surprise pounce”. It is mostly inspired by the 

cooperative behavior that is exhibited by the more 

intelligent Harris’ Hawks birds while hunting the 

escaping preys (most cases rabbits are considered as 

prey) [11, 12]. 

The major contribution of the proposed deep learning 

based speaker recognitionarchitecture is: 

A novel optimization algorithm is introduced to enhance 

the performance of neural network.This optimization 

enhance the performance of this entire speaker recognition 

process. It performs the optimization process by utilizing 

seven kills strategy, so that the best solution can be 

attained within less time, however the complexity also gets 

reduced. 

The selection of random energy value in HHO delays the 

performance of HHO algorithm. Therefore, for improving 

HHO performance the fuzzy logic concept is hybrid with 

HHO for improving the optimal weight selection of HHO 

algorithm. 

In recent works the amount of input data is reduced to 

improve the accuracy and perform number of iterations to 

identify the appropriate speaker. But in this approach, the 

issues regarding the accuracy is removed by injecting 

Triumvirate features based DNN-RBF-AHHO. The entire 

unpredictable covariance matrix for extracted features is 

determined by this Triumvirate feature vector in single 

iteration. This entire process does not require any word 

hypotheses or transcriptions.  

The proposed methods outline is as follows. The related 

work for speaker recognition is discussed in Section 2. 

Section 3 designates the presented scheme. The evaluation 

for results and performance of proposed speaker 

recognition approach is discussed in Section 4. Finally, the 

conclusion for the presented work is discussed in Section 

5. 

2. Literature Survey 

Highly analyzed area in speech processing field is speaker 

recognition. It has various applications like intelligent 

voice-identification applications like answering machines, 

telephone banking, and forensic science. Sub-field of this 

speaker recognition is speaker identification, the problems 

identified in this speaker identification field is removed by 

introducing most powerful MFCC feature of audio signal 

in Sengupta et al, 2019 [15]. The co-occurrence matrices 

are applied, and from this matrices the statistical measures 

were derived. The derived measures were then 

incorporated within the feature vector. Finally, the 

classifier was applied to recognize the speaker accurately 

by utilizing the sample speech. It shows higher recognition 

output, and it was the only method that includes the co-

occurrence matrices to derive the statistical measure.  

Omid Ghahabi, et al. 2017, [16], proposed a Deep 

Learning technique for speaker recognition. In this 

method, speaker recognition was achieved by filling the 

gap between i-vector cosine and oracle scoring system. In 

this method, the process was done by choosing the Deep 

Learning as a backend. Two methods, adaptation process 

for universal model and impostor selection algorithm are 

included in DNN and DBN (Deep Belief Networks) based 

hybrid system for performance improvement. The 

performance gap of about 46% was filled by this method. 

The explicit session model was not included in this method 

so it fails to outperform the PLDA. This defect decreases 

the speaker recognition performance using i-vector.    

Weighted-Correlation PCA (WCR-PCA) was 

introduced by Ahmed et al, 2019 [17], to perform the 

speech feature transformation in an effective manner in 

speaker recognition field. The RNN (recurrent NN) was 

introduced in this technique to accomplish the weighted 

RNN process. Here, the log likelihood values (i.e. weights) 

were selected from the fitted SGBM (Single Gaussian-

Background Model). Huge difference is obtained among 

the feature variances of speech features, as it allows the 

covariance based PCA on less optimal solution. The 

comparative study was carried out for speaker recognition 

by employing the weighted and un-weighted correlation & 

covariance based PCA. The MFCC and LPCC feature 

extraction process were enhanced by introducing the 

extensions. The NIST2010 and VoxCeleb1 dataset were 

applied in this work for performance testing. 

Rohdin et al 2018 [18], introduced DNN based end-to-

end speaker verification technique. These techniques 

shows efficient outcome for the short utterances of both 

text- independent and dependent tasks.  Recently, the 

machine learning based speaker recognition techniques 

attains a huge demand. In this, end-to-end speaker 

verification system is introduced. The training process for 

this system is performed in end-to-end but in regularized 

form, thus it won’t deviate much long from the primary 

system. Due to this, the over-fitting can be minimized as it 

retards the effectiveness of these end-to-end methods. It 

provides better outcomes for both short and long duration 

utterances than i-vector + PLDA baseline. 

Themos Stafylakis, et.al, 2016, [19], introduced a new 
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method to recognize the speaker using random digit 

strings. In this method, the Joint Factor Analysis (JFA) 

method was explored with arbitrary digit strings for 

speaker recognition. The database RSR2015 (part III) was 

utilized by this method. This database includes 300 

speakers between the age groups 17-42 (i.e., 143 females 

and 157 males). In this method, GMM-UBM benchmark 

contains 60-dimensional, variance and mean normalized 

PLP instead of MFCC. Two diverse techniques were 

applied in score normalization to improve the 

performance. Among that data string technique improves 

the performance result. At last, the perfectly matched data 

string was obtained between both test utterance and 

impostor cohorts. 

Improving the ASR performance was considered as 

the most challenging and significant issue. Therefore, Devi 

and Thongam, 2019 [36] developed an efficient ASR 

technique. Before going for recognition, initially the 

speech signal was pre-processed using the LMS adaptive 

filter. From, the pre-processed signal some basic and 

essential features like MFCC, zero-crossing rate, energy, 

and auto-correlation function were extracted. Then, the 

dimensions of extracted features were minimized by a 

swallow swarm optimization algorithm.  At last the 

recognition is performed by ensemble classification 

methods they are SVM, improved CNN and LSTM (Long-

short term memory). 

Presence of additive noise in input signal degrades 

recognition process accuracy. To remove such adaptive 

noise Alabbasi et al, 2020 [37] developed an algorithm by 

combining the extracted features. The input signal was 

initially pre-processed using a wavelet thresholding 

approach. Then, the features like GFCC and PNCC (power 

normalized cepstral coefficients) were extracted. Next, 

wrap the extracted features for improving the robustness of 

classifier. The features between the actual and claim 

speakers were matched using UBM-GMM model.  

Devi et al, 2020 [38] introduced an ANN (artificial 

neural network) for ASR. It was developed for improving 

the recognition accuracy and to resolve the ASR issues. 

The MFCC features from the speech signal were highly 

exploited by this method for speaker recognition. Then, the 

dimensions of extracted features were minimized by a 

SOFM (Self-Organizing Feature Map) scheme. The speech 

recognition is accomplished finally by MLP (Multi-layer 

perceptron) with Bayesian regularization scheme. Real 

speech dataset was used in this method for training 

purpose. 

Problem statement: There are some issues found in this 

speaker recognition process. In the existing techniques 

number of flaws are identified. Among them, one of the 

major issue identified in this field is accurate recognition. 

Existing techniques failed to recognize the speaker in 

accurate manner. Furthermore, maximum error rate is 

obtained during recognition process. Further, the existing 

deep learning approaches used for speaker recognition 

process fails to attain a desired accuracy rate which is 

mainly due to the random generation of weight metric. The 

learning process with random metric degrades the accuracy 

rate by increasing the system complexity. Therefore, an 

efficient and modified approach that reduces the system 

complexity by increasing the recognition accuracy is 

required. To avoid such defects, a novel optimization 

algorithm is introduced in this method which improves the 

recognition performance by minimizing the computational 

complexity. Large number of existing works includes 

MFCC alone for speaker recognition process, but here two 

additional features are included along with this MFCC. 

Based on these features, the speaker recognition process is 

performed in an effective manner. 

3. Proposed Methodology 

The trained speech of particular person's voice is 

translated by this recognition method to identify the 

particular speaker. It is essential to obtain the speaker 

identity for some security purpose, so this method also 

authenticate or validate the speaker's identity. The 

speaker recognition approach mainly depends on both 

feature extraction and speaker classification process. The 

overall architecture of the presented work is illustrated in 

Figure. 1.   

 

 
Figure 1.Workflow of proposed Speaker Recognition 

 

The entire workflow of this method is demonstrated in 

Figure.1. Here, initially the audio signal is preprocessed to 

remove the noise and also for feature extraction. The 

weiner filter is introduced here for noise removal. The 

MFCC, GFCC, and DWT features are extracted during the 

pre-processing stage. These three features are extracted 

from speech signal because these three extraction 

techniques provide valuable features for speaker 

recognition. DWT extracts the signal features over the 

spectrum without considering about the dominant 

frequency band. The extracted features are then stacked 

into an array by introducing the Triumvirate Feature vector 

extraction process. The stacked feature is then given to 

DNN-RBF based AHHO for speaker recognition. 

3.1 Pre-processing 

3.1.1 Weiner filter:  The unwanted noise found in the 

audio signal is removed by this Weiner filter [26, 27]. 

Here, the additive noise power spectrum is represented as 
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( )baSn ,  and the power spectrum for speech signal is 

represented as ( )baS x , . Normally, in the high frequency 

range the, ( )baSn ,  has a foremost effect over ( )baS x , . 

Because, this ( )baS x ,  highly concentrates in low 

frequency spectrum range. The expression for weiner filter 

in Fourier domain is given in equation. (1), 

( )
( )

( ) ( )vuSbaH

baH
baW

xn ,,

,
,

,

2

*

+
=                   (1) 

Where, the noise-to-signal ratio is represented as 

( ) ( ) ( )baSbaSbaS xnxn ,,,, = . This ratio value is 

found larger in high frequency region, 

i.e. ( ) ( )baHbaSnx ,,  . Meanwhile, the high 

frequency response of restoration filter gets suppressed. It 

is noteworthy, that if the noise is absent (i.e. 

( ) 0, →baSn ) then the weiner filter will act as inverse 

filter. 

( )
( ) ( )

( )

( )






=


=

→

0,0

0,,
,

1

,
0,

baH

baH
baHbaW

baSn

    (2) 

3.1.2 MFCC (Mel frequency cepstral coefficients) 

feature: This feature is normally applied for both speaker 

identification and speech recognition. The major aim of 

this MFCC method is to obtain the significant information 

from speech waveform by eliminating the redundant 

information. In frame-by-frame way this process is 

achieved, next each frame is transformed into a single N-

dimensional feature vector [28]. In each frame the number 

of samples is greater than the taken N value. It provides 

the data needed for processing by back end system where 

it reduces the data quantity. The input of audio is 

transformed into a vector sequence in feature 

extraction ]...,,[ 21 kxxxX = , here k denotes frame 

index, kx indicates N-dimensional vector.  

The MFCCs can be determined using these following 

steps: 

(i)First one is speech signal Pre-emphasizing. 

(ii) The speech signal is separated into a larger number of 

frames with 20ms size & shift 10ms, after that hamming 

window is applied over these each frames. 

 

( ) ( ) AaaDFT
n

aP kk = 1
1 2                          (3) 

Here, A indicates the length of DFT, the power spectrum 

of 
thk hamming window is given as ( )aPk . n denotes 

sample number. 

(iii)  The magnetic spectrum is computed for each 

windowed frame by applying DFT. The
thk hamming 

window DFT is estimated as: 

( ) ( ) n

axjn

x

kk exsaDFT

21

0

−−

=

=                      (4) 

Where,
 

( )xsk  
 indicates

thk hamming window time 

domain signal. 

(iv) Mel spectrum computing is obtained through passing 

the DFT signal via Mel filter bank. 

(v) DCT is applied to the coefficients of log Mel frequency 

for obtaining required MFCCs. 

3.1.3 GFCC (Gammatone frequencycepstral 

coefficients) Feature: Recently, evolved GFCC shows 

promising recognition performance in the applications of 

speaker recognition, most particularly in noisy acoustical 

environment. In this method, the GFCC is extracted along 

with MFCC and DWT for enhancing the speaker 

recognition performance. The auditory features based on 

Gammatone Filter banks are defined as GFCC. It performs 

its process with cube root for more robustness, whereas 

these MFCCs may include log for processing. The process 

flow of this GFCC is same as that of MFCC, but it 

introduce Gammatone filter banks instead of Mel filter 

banks [28, 29].  

( )
( )



 +

=
−

else

ttfept
tfg ic

qtn

0

02cos
,

21 

(5) 

Where, the central frequency of Gammatone filter is 

indicated as cf , time is indicated as t , the order and gain 

of the filter is represented as n  and p respectively. 

Between the filter bank boundaries, the 
icf , are equally 

spaced  on the ERB (Equivalent Rectangular Bandwidth). 

Then the Gammatone features are obtained by performing 

the cubic root operation over the decimated output. Next, 

the DCT (Discrete Cosine Transform) is employed to 

obtain the GFCC features.  

3.1.4 DWT (Discrete Wavelet Transform): DWT is a 

special form of WT which represents the signal in 

frequency and time domain in a compact manner to 

achieve effective computation. DWT has time-frequency 

localization property therefore it effectively analyze the 

sound signal. Wavelet based feature extraction techniques 

reduce the size of feature vectors and also it reduces the 

computational cost of several folds. DWT effectively 

analyze the non-stationary signals like speech. In practice, 

the DWT is figuredout bysuccessivelypassing the audio 

signal ( )nx  via a low-pass and high-pass filter having 

impulse response ( )nl  and ( )nh  respectively [29]. The 

signal is convolved with filter’s impulse response to 

perform the signal filtering process. In each decomposition 

level, the approximation coefficient a  and detailed 
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coefficient d are produced by low and high-pass filters. 

The attained filter outputs are then down-sampled by 2. It 

contains single decomposition level and it is expressed as, 

( )    


−=

−=
m

mnlmxna 2.1          (6)                                                        

( )    


−=

−=
m

mnhmxnd 2.1      (7)                                                                                                                   

Here, the variables m and n indicates the discrete 

time coefficients. The a is then split into 
2a  and 

2d respectively. This process gets repeated, until getting 

the desirable result.These three features are taken as the 

basic features for speaker recognition in this method. 

These features identified from the speech signal is stacked 

into an array by this Triumvirate Feature vector process. 

Among these three features, MFCC provide higher 

accuracy results in this speaker recognition field. 

 

3.2 Triumvirate Feature vector: The identified features 

are then stacked into array for speaker recognition. For 

that, here we are applying the GMM based Triumvirate 

Feature vector extraction process. In speaker recognition 

field, Triumvirate Feature vector based on GMM is 

gaining a huge significance. Here,  the speaker and channel 

information are compressed within the low-dimensional 

space basically referred as total variability space (TVS), 

and then each evaluated GMM super-vector is projected 

towards Triumvirate Feature vector (i.e.total factor feature 

vector). To perform the inter-session compensation, both 

Probabilistic Linear Discriminant Analysis (PLDA) and 

LDA are employed on Triumvirate Feature vector. The 

Triumvirate Feature vectors are applied to compress the 

large-dimensional feature within the small-dimension by 

retaining maximum amount of relevant information. The 

sub space is considered because the channel space that 

may not be utilized to differentiate between the speakers 

[30]. The total variability sub space training assumes the 

representation of utterance by the GMM super vector is 

given by,  

TwmM +=                                             (8) 

Where M contains the session and speaker 

independent mean super vector m from the UBM model, T 

is the total variability space that is a low rank matrix 

indicates the variation of primary direction across 

development data collection, w represents the Triumvirate 

Feature vector representation which is normally distributed 

with the parameters )1,0(N . The extraction of 

Triumvirate Feature vector is depends on Baum Welch 

zero order, N  & centralized first order F , statistics. For 

the given utterance, the statistics is computed with respect 

to C  UBM components and F  dimension of extracted 

features (MFCC, GFCC, and DWT).  For the given 

utterance the Triumvirate Feature vector is extracted as 

follows. 

FTNTTIw TT  −−−+= 111 )(                               (9) 

Where, N is a diagonal matrix with FF   

blocks )...,2,1( CcIN c = , I denote the CFCF   

identity matrix, F represents the super vector which is 

obtained by concatenating the centralized statistics of first 

order. The residual variability which is not captured by 

total variability T is represented as a covariance matrix ∑. 

The process of training the total variability T is similar to 

the training of JFA eigen-voice except one variation. JFA 

considers all session of a speaker to be the same person. 

For capturing the total variation, the total variability 

training considers all the speakers as the different person. 

Hence the total variability is utilized for capturing both 

channel and speaker variation. 

3.3 DNN-RBF and Adaptive Harris Hawk 

Optimization (AHHO) based classification: DNN-RBF 

is a popular former method which achieves better 

recognition performance in speaker recognition [33, 34]. 

A large number of hidden layers which must be linear or 

non-linear are included in this DNN-RBF this hidden 

layers represents the data in encoded form. The main 

concept of DNN-RBF is activating the current output 

layer to the input of next hidden layer. Identification 

capability is enhanced by using enormous hidden layers. 

The relationship between both the input and the first 

hidden layer is given by, 

)( 111 bxwFa += (10) 

Where 
1W  and 

1b  are the weight and bias matrix of 

the first layer and the activation function gaussian is 

denoted as F(.). It is a special case of logistics function 

and it can be defined as, 
2

)( xexF −=   (11) 

Here, x represents activation input. The mapping 

between the present and next hidden layer after getting 

the first hidden layer is given as, 

LlbawFa lll ...,,2),( 11 =+= −        
(12) 

Where L represents the total layers, 1−la  represent 

the first layer, F (.) represent the activation function.  

For speaker recognition, ( )G , is applied in the 

output layer. Hence DNN-RBF output is represented by, 

)(ˆ
LaGy =                          

(13) 

Where, ( )
x

e
xG

−
+

=
1

1
 indicates the softmax 

function and for the label y, the parameters of DNN-RBF 

is defined as shown in Equation. (14):  

)}()(),;ˆ,(min{arg AwRxyyC  ++=

    
(14) 
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Where, }...,,2,1,,{ Llbw ll ==  denotes the 

parameter set and C(.), is the cost function. Cross entropy 

is considered as the cost function. For DNN-RBF 

training, the training data ]...,...,[ 1 ni xxxX =  and the 

output labels are ],......,[ 1 Ni yyyY =
 
where, N indicates 

the total number of training samples. The cost function is 

denoted as, 


= =

−
=

N

i

J

j

jiji yy
NJ

XYYC

1 1

,, ]ˆlog[
1

),;ˆ,( 

     

(15) 

Where, ]ˆ,...ˆ...,ˆ[ˆ
1 Ni yyyY =  denotes the DNN-RBF 

output, jiy ,
ˆ  and jiy ,  is the 

thj element of iŷ  and iy  

respectively. The value of R(W) is calculated as, 

=
l

FlwwR
2

)( (16) 

Where, )(A represents the penalty sparsity of the 

hidden layer output, 
2

.
F

 is the Frobenius norm,   and   

denotes the controlling coefficients.  Finally, the 

complexity of this recognition process is reduced by 

AHHO by identifying the optimal weight. This optimal 

identification process enhances the performance of entire 

process by enhancing accuracy.  

 

3.3.1 Harris Hawk Optimization (HHO): An HHO 

algorithm is introduced for optimizing the DNN-RBF, 

weight parameter, whereas this optimization may 

improve the recognition activity of DNN-RBF. It is a 

gradient-free and population-based optimization 

technique so it is applied for various optimization issues. 

It is mainly inspired by the cooperative behavior that is 

exhibited by the most intelligent Harris’ Hawk birds 

while hunting the absconding preys (rabbits are 

considered as prey). The prey exploration, surprise 

pounce and various attacking tricks inspire HHO 

algorithm to introduce both the exploration (searching) 

and exploitation (Hunting) phases [11]. 

a. Exploration phase:  The Harris Hawk is taken as 

candidate solution (DNN-RBF weight parameter), in 

the same way the candidate which is found closer to 

local or prey minima is taken as better candidate 

solution. Based on these two conditions, it perch over 

few locations in random way to prey identification. If 

q equal chance is provided to the strategy of several 

perching then hawks can perch based on both prey and 

family members position that is depicted in equation 

(17), in addition this strategy of perching for 5.0q  

is modeled in following equation, 

( )
( ) ( ) ( )

( ) ( )( ) ( )( ) 5.0

5.02
1

43

21









−+−−

−−
=+

q

q

LUrLrtXtX

tXrtXrtX
tX

bbbmrabbit

randrand
           (17)             

For subsequent iteration,  the hawk position vector is 

indicated as ( )1+tX , ( )tX rabbit , indicates the location of 

prey (rabbit), the hawk current location is indicated 

as ( )tX , the upper and lower bounds are represented as bU ,  

and bL ,the random numbers 
 

qandrrrr ,,,, 4321 are 

updated in each iteration process, ( )tX rand represents the 

hawks which are chosen randomly from current population 

and mX  indicates current hawks population average 

position. The ( )tX m is attained by applying the subsequent 

equation, 

( ) ( )tX
n

tX
N

i

im 
=

=
1

1
                             (18) 

Where, the location of several hawk at iteration t  is 

represented as ( )tX i , and total hawks are taken as n . 

Different ways are available for average location 

identification, but here, only a simplest rule is applied. 

b. Switch from exploration to exploitation 

Exploration phase is transferred into exploitation phase, 

based on the preys escaping energy. However performing 

the process of escape, the prey might lose its energy 

significantly. Due to this fact, the energy is modeled as: 

               

(19) 

 

Where, energy of prey’s escaping is indicated as E , 

0E represents the initial energy, maximum number of 

iterations is represented as T . Within a interval (-1, 1) 

the 0E   represents the variations in each iteration in a 

random way. If 0E  gets minimized from 0 to -1 then the 

rabbit is founded physically flagging. If the 0E gets 

increased from 0 to 1 then the rabbit might accomplish 

more strength. The exploration phase would occur when 

|E| ≥1, and exploitation phase will happened when |E| <1. 

c.  Exploitation phase 

 The surprise pounce might take place here this phase is 

executed by performing attack over the intended prey 

which is obtained from previous phase. Basing on chasing 

and escaping behaviors four different strategies are 

introduced in HHO for illustrating attacking phase. 

i. Soft besiege 

The prey sustains its energy till |E| ≥ 0.5 and r ≥ 0.5, 

during this interval the prey performs some misleading 

jumps in random manner to escape from that place, but it 

cannot. At that time, these Harris hawks slowly encircles 

the prey and makes the prey exhausted, after that it 









−=

T

t
EE 12 0
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performs the surprise pounce. The equation for encircling 

behavior is shown below: 

( ) ( ) ( ) ( )tXtIXEtXtX rabbit −−=+1            (20) 

( ) ( ) ( )tXtXtX rabbit −=                              (21) 

Here, the difference among preys position vector & 

present location in iteration t  provides ( )tX c, the 

random number within (0, 1) is represented as 5r  and 

( )512 rI −=  represents the strength of the prey to 

perform the random jump throughout the escaping process. 

The J  value randomly alters in each iteration for 

simulating rabbit motions nature.  

ii. Hard besiege 

The prey is found exhausted and tired during r ≥0.5 and |E| 

<0.5. At that time, the hawk encircle the prey and 

performing surprise pounce. During this hard besiege, the 

equation. (22), is applied to update its present location. 

( ) ( ) ( )tXEtXtX rabbit −=+1                              (22) 

iii. Soft besiege with progressive rapid dives 

Enough energy is retained in prey at |E| ≥0.5 but r <0.5, 

during this situation the prey tries to escape, therefore still 

the soft besiege is performing before starting the surprise 

pounce. This process is found most intelligent than the 

former condition. 

The concept of levy flight (LF) is included in this 

HHO to model the mathematical expression for the 

escaping patterns of leapfrog and prey movements. The 

hawks can perform its best pounce during the right time to 

catch the prey. The expression that is applied to evaluate 

this desired pounce of hawk in soft besiege is shown below 

( ) ( ) )(tXtIXEtXx rabbitrabbit −−=                      (23) 

The possible results of this particular movement are 

compared with the previous dives to identify whether it is 

best or worst dive. If the best candidate is performing the 

worst dive, then the remaining also perform rapid, 

inappropriate and abrupt dives when reaching near to the 

prey.  

iv. Hard besiege with progressive rapid dives 

The energy gets reduced for prey when both rE ,  are less 

than 0.5. Then the hard besiege is developed before 

performing the surprise ponce for prey catching and 

killing. At this step, the prey energy is same as that the 

energy maintained in the soft besiege phase, but here the 

hawk may minimize its average location to catch the prey. 

The hard besiege is carried out based on the below 

condition: 

( )
( ) ( )( )
( ) ( )( )tXFyFif

tXFxFif

y

x
tX









=+1                    (24) 

Here, new rule is then included to obtain x  and y  

( ) ( ) )(tXtIXEtXx mrabbitrabbit −−=                    (25) 

( )DLFSxy +=                           (26) 

This entire optimization process takes place based on 

two parameters they are E  and, r .  

3.3.2 Training DNN-RBF using AHHO 

In this section, the DNN-RBF training using an adaptive 

HHO is elaborated. The major goal of DNN-RBF-AHHO 

is speaker recognition, for such it uses the features that are 

extracted from speech signal. Training of DNN-RBF is 

achieved using an AHHO algorithm, which is developed 

by incorporating the fuzzy logic within the HHO to 

enhance HHO algorithm performance. The steps that are 

used for training the DNN-RBF is discussed subsequently, 

Initialization: At first, initialize the weights of 

DNN-RBF in random manner, which is represented in 

equation (27) 

   = dyyyyy d 1;,..,,..,21              (27) 

Where,   represents the total weight.  

Error estimation: Apply, the extracted features 

sF  and weight y  to DNN-RBF for recognizing the 

speaker from the output layer. The squares of present 

output obtained from the network and the training label 

output used for network training are summed for obtaining 

the final output error. The output error is represented in 

equation (28), 

 
=

+ −=
sd

x

e

x

e

x

s

e XO
d

Er
1

1 1
                    (28) 

Where, the predicted output is represented as, 
e

xX , the 

total number of available data samples are represented as 

sd , and the output that is estimated at the current iteration 

is represented as 
e

xO .  

Incremental learning: After identifying the best weight for 

one instance then input the new instance, for that instance 

compute the error and update the weight value. This is the 

major role of incremental learning process.  

Update weight using AHHO: Determine the updated 

weight using AHHO algorithm, which is determined based 

on the equation (29), 

( )
( ) ( ) ( )

( ) ( )( ) ( )( ) 5.0

5.02
1

43

21









−+−−

−−
=+

q

q

LUrLrtXtX

tXrtXrtX
tX

bbbmp

kk
             (29) 

While performing the process of escape, the prey might 

lose its energy considerably. Due to this fact, the energy is 

modeled as: 

(30) 

 

Where, energy of prey’s escaping is indicated as E , 

0E represents the initial energy, maximum number of 
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iterations is represented as T . Within a interval (-1, 1) 

the 0E   represents the variations in each iteration in a 

random way. If 0E  gets minimized from 0 to -1 then the 

rabbit is founded physically flagging. If the 0E gets 

increased from 0 to 1 then the rabbit might accomplish 

more strength. The exploration phase will occur when |E| 

≥1, and exploitation phase will happened when |E| <1. 

Based on the, r , the fitness (prey) will perform the 

escaping process, i.e. if (r <0.5), the prey would escape, or 

else if (r ≥0.5), the prey won’t escape before performing 

the surprise pounce. Whatever the situation, the weight 

parameter can execute the hard or soft besiege for reaching 

the required fitness. Hard besiege happens, when |E| <0.5, 

and at |E| ≥0.5, then the soft besiege will occur. 

This entire optimization process takes place based on two 

parameters they are E  and, r . But, the random selection 

of these two parameters may reduce the effectiveness of 

optimal weight selection process. Therefore here the Fuzzy 

logic is utilized to adopt the parameters dynamically for 

getting HHO better performance. An optimal E  and, 

r are identified by applying fuzzy logic which enhances 

the optimization process of HHO. The adaptive parameters 

E  and, r using fuzzy logic is defined as follows: 

( )





=

==
E

E

R

k

E

k

R

k

k

E

k E

E

1

1





(31) 

( )





=

==
r

r

R

k

r

k

R

k

k

r

k r

r

1

1





(32) 

Where, the entire rules of fuzzy system is represented in 

E
R  and rR , the outcomes of rule k is represented as 

k
E  and kr  respectively [31]. The membership function 

in association with the rule k  is represented.  

 

 

 

 

The fuzzy rules are set based on the iteration of algorithm. 

By using this AHHO, an optimized weight parameter is 

determined which is very much useful for DNN-RBF 

based speaker recognition process.  

 

4. Experimental Results and Discussion 

The presented method for speaker recognition is evaluated 

with Voxceleb dataset. Some familiar information 

regarding Voxceleb datasets are provided in this section. 

But, the EER, and DCF of Voxceleb dataset is compared 

with TIMIT corpus dataset to show the effectiveness of 

Voxceleb dataset. The implementation is carried out in 

Matlab platform. The performance measures like EER, 

DCF, Precision, recall and accuracy are evaluated and the 

experimental outcomes are compared with prevailing 

methods. 

4.1 Dataset description 

TIMIT Corpus: The TIMIT corpus of read speech is 

used for the proposed speaker recognition task.  Total of 

6300 sentences are included in this dataset, this 6300 

sentences are spoken by 630 speakers (10 sentences each). 

These speakers were selected from the 8 important dialect 

regions of US (United States). The TIMIT corpus consist 

a 16-bit, 16 kHz speech waveform file for every 

utterance. This whole database is classified as training 

(70%) and testing (30%) files. From each speaker 7 audio 

files are used for training and 3 files are used for testing. 

Voxceleb corpus: The Voxceleb dataset achieves high 

accuracy in speaker recognition process. This Voxceleb 

dataset is developed with large amount of 'real world' 

utterances for over 1000 celebrities. This utterances for 

Voxceleb dataset is collected from YouTube. Total of 

100,000 utterances are included in this Voxceleb dataset, 

this 100,000 utterances for 1,251 celebrities are obtained 

from YouTube. In this dataset, total 55% of the speakers 

are male.  This speakers included in this dataset are from 

various professions, accents, ages, and ethnicities. The 

development and test set does not include any 

overlapping identities. 

The TIMIT is a noise-free dataset but Voxceleb is a noisy 

dataset, however we have included some noise in both 

TIMIT and Voxceleb datasets.  

4.2 Evaluation metrics 

A. Accuracy:  It determines the system ability for the 

accurate detection of speaker. The expression for accuracy 

is shown in Equation. (33), 

FNFPTNTP

TNTP
Accuracy

+++

+
= (33) 

 
 

a)  b) 

 

Figure 2. Graphical representation for accuracy results, a) 

Recognition based result, and b) feature based result 
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The recognition based accuracy and feature extraction 

techniques based accuracy results are shown in figure 2 (a 

& b). The accuracy of this presented technique is 

determined to be much better than the other three existing 

algorithms. Due to this, reduced execution time is obtained 

for this proposed DNN-RBF-AHHO based method. 

Similarly the feature based accuracy results are also shown 

in figure 2 (b). The accuracy, precision, and recall 

outcomes of this proposed and other three existing 

algorithms are shown in table. 1 and its comparison results 

are depicted in Figures. (2, 3 & 4). 

 

Table1.Accuracy, Precision, recall of proposed and 

existing approaches 
Method Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

DNN-RBF-AHHO 

(proposed) 

97.4 94.8 96.3 

DNN-RBF-MGWO 92.5 84.8 91.5 

DNN-RBF-PSO 88 77 86.75 

DNN-RBF-ACO 85.15 70.2 83.5 

 

The performance metrics of proposed AHHO is compared 

with other metaheuristic optimization based deep earning 

approach and its results are given in table 3. The accuracy 

of presented optimization based neural network is 

compared with various other optimization techniques. 

However, the accuracy attained by presented adaptive 

algorithm is found higher than the other optimization 

algorithms. This is because the fuzzy logic combined with 

HHO attains a crisp output during optima weight 

parameter selection. Formation of crisp output further 

improves the recognition performance deep learning 

approach. The three optimization algorithms taken for 

comparison are MGWO (Modified grey wolf 

optimization), PSO (Particle swarm optimization), and 

ACO (Ant colony optimization). 

B. Precision: The fractions of recognized features that are 

more relevant at TP rates provide the precision value. The 

precision evaluation is performed by utilizing the equation 

(34), 

 

FPTP

TP
ecision

+
=Pr (34) 

 

  
a) b) 

Figure 3. Graphical representation for precision results, a) 

Recognition based result, and b) feature based result 

 

The effectiveness of precision due to the presence of 

feature extraction techniques and the precision of overall 

recognition performance is shown in figure 3 (a, & b). The 

graphical representation for the precision of prevailing and 

presented speaker recognition based algorithms are 

provided in Figure. 3 (a). The existing methods that are 

compared with this proposed DNN-RBF-AHHO are DNN-

RBF-MGWO, DNN-RBF-PSO, and DNN-RBF-ACO. In 

this method the comparison is performed with different 

metaheuristic optimization algorithms. With the newly 

developed optimization algorithm high accuracy is 

achieved during speaker recognition.  

• True positive (TP) - number of samples that are correctly 

labeled as positive. 

• False positive (FP) - number of samples that are 

incorrectly represented as positive. 

• True negative (TN) - samples that are correctly labeled 

as negative. 

• False negative (FN) - number of samples that are 

incorrectly represented as negative. 

C. Recall: Recall is determined in-terms of feature 

classification recognized at both FN and TP predictions. 

The expression that is introduced to measure this recall 

value is given in equation. (35).  

FNTP

TP
recall

+
= (35)  

 
 

a) b) 

Figure 4.Recall of proposed and existing algorithmsa) 

Recognition based result, and b) feature based result 

 

The graphical representation for the recall of presented and 

existing techniques are shown in Figure. (4). The recall 

performance shown by feature extraction techniques and 

overall recognition process is separately shown in figure 4 

(a, & b). The recall results of proposed is found to be much 

better than the other existing methods.  

D. Decision Cost function (DCF) 

Number of trials used to detect the system performance of 

recognition task is known as DCF. The DCF is defined as 

fatarfamisstarmissDET PPCPPCC )1( −+= (36

) 

Where, Cmiss represents the cost of miss detection, Cfa 

represents the false alarm cost, Ptar represents the target 

speakers probability, Pmiss represents the miss probability 

and the value of Pmiss and Pfa is calculated as follows. 

FNTP

FN
Pmiss

+
= (37) 

TNFP

FP
Pfa

+
= (38) 

Table 2. DCF comparison 
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Methods DCF 

DWT MFCC GFCC 

DNN-RBF-ACO 0.3005 0.3629 0.4565 

DNN-RBF-PSO 0.2225 0.3005 0.3629 

DNN-RBF-MGWO 0.1758 0.1965 0.2225 

DNN-RBF-AHHO 0.1247 0.1588 0.1758 

 

The DCF comparison is shown in table 4 and it 

contains the minimum value of 0.1247 for DWT. This 

value is high for the traditional approaches such as DNN-

RBF-ACO, DNN-RBF-PSO, and DNN-RBF-MGWO. The 

obtained DCF values for DNN-RBF-AHHO are 0.1247, 

0.1588, and 0.1758. This obtained values are found to be 

much better than the other three existing methods. 

 
Figure 5: DCF of Voxceleb and TIMIT dataset 

 

 

The DCF of proposed and existing algorithms using two 

different datasets (Voxceleb and TIMIT) are shown in 

figure 5. The DCF of proposed AHHO provides better 

result than other existing MGWO, PSO, and ACO 

algorithms.  

E. Equal error rate (EER) 

During simulation, the EER is measured based on the 

accuracy. EER is the measure of FAR (false acceptance 

rate) to the FRR (false rejection rate). Here, the parameters 

like FAR & FRR is evaluated as follows. 

attempttionidentificaofNumber

ceaccepfalseofNumber
FAR

tan
=    (42) 

                         

attempttionidentificaofNumber

rejectionfalseofNumber
FRR =  (43) 

                          

 

 
Figure 6: EER of Voxceleb and TIMIT dataset 

Both these parameters evaluate the number of incorrect 

acceptance & number of incorrect rejection. Here, the 

EER, and DCF comparison are performed among 

Voxceleb and TIMIT dataset. The EER and DCF values of 

both TIMIT and Voxceleb are provided in above table. 

The comparison results of EER and DCF for different 

optimization algorithms are provided in Figure. (5 & 6). 

Table 3. EER and DCF of TIMIT and Voxceleb dataset 
Methods DCF EER 

 Voxcele

b 

TIMIT Voxcele

b 

TIMIT 

DNN-RBF-AHHO 0.006 0.0135 0.8 1.25 

DNN-RBF-MGWO 0.0087 0.02 1.86 2 

DNN-RBF-PSO 0.014 0.025 0.7 1.5 

DNN-RBF-ACO 0.02 0.032 2.5 2.75 

The DCF and EER value for these proposed and existing 

algorithms are tabulated in Table. 3. This outcome 

indicates that this Voxceleb dataset along with DNN-RBF-

AHHO provides better recognition than the TIMIT based 

recognition. 

Table 4. EER comparison for speaker identification 

approaches 
Speaker identification 

approaches 

30 ms 20ms 10 ms 3 ms 

DWT DNN-RBF-ACO 0.055 0.107 0.265 1 

DNN-RBF-PSO 0.0335 0.075 0.2007 0.7857 

DNN-RBF- 

MGWO 

0.020 0.056 0.1625 0.6583 

DNN-RBF-

AHHO  

0.012 0.0436 0.1372 0.5743 

MFCC DNN-RBF-ACO 0.0722 0.1333 0.3166 1.1722 

DNN-RBF-PSO 0.055 0.1075 0.265 1 

DNN-RBF- 

MGWO 

0.026 0.064 0.1794 0.7148 

DNN-RBF-

AHHO  

0.0162 0.0493 0.1487 0.6123 

GFCC DNN-RBF-ACO 0.0981 0.1721 0.394 1.4312 

DNN-RBF-PSO 0.0722 0.133 0.3166 1.1722 

DNN-RBF- 

MGWO 

0.033 0.075 0.2007 0.7857 

DNN-RBF-

AHHO 

0.0208 0.0565 0.1625 0.65833 
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The EER rate of MFCC, GFCC, and DWT for 30ms, 

20ms, 10ms, and 3ms are shown in table 6.Each features 

from different sizes with various optimization algorithms 

such as PSO, ACO, and MGWO, and AHHO. Among 

several feature extraction techniques, our proposed DWT 

provides better EER performance. The EER of this 

presented DNN-RBF-AHHO is found less than other 

optimization algorithms.  

5. Conclusion 

Highly analyzed area in speech processing field is speaker 

recognition. It has various applications like intelligent 

voice-identification applications like answering machines, 

telephone banking, and forensic science. In this work, 

DNN-RBF based AHHO scheme is presented for speaker 

recognition which highly depends on Triumvirate Feature 

vector extraction and DNN-RBF with AHHO. The speech 

utterance from the Voxceleb dataset is preprocessed to 

obtain MFCC, GFCC, and DWT feature vectors and also 

for noise removal. The GMM super vector and Baum 

Welch statistics are calculated to extract the Triumvirate 

Feature vector. DNN-RBF is utilized for classifying 

feature vectors and speaker in output layers are optimized 

with AHHO. In this method, the Voxceleb datasets are 

taken into consideration for speaker recognition. The EER 

and DCF of both Voxceleb and TIMIT speaker 

recognition datasets are related. The EER attained for 

Voxceleb (0.8) is found less than the TIMIT (1.25) 

dataset. The proposed approach attains 97.4% accuracy 

which is found 4.9% higher than the existing optimization 

based deep learning approach. The presented DNN-RBF 

based AHHO performance is compared with three 

different deep learning based optimization algorithms they 

are MGWO, PSO and ACO. The evaluation metrics of this 

presented scheme is determined to be higher than the other 

schemes. The experimental outcomes are compared with 

some existing metaheuristic optimization based deep 

learning and it exhibits the efficiency of this presented 

scheme. 
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