
COMPLETED LOCAL BINARY PATTERN WITH 

RANDOM FOREST ON IMAGE CLASSIFICATION 

 
HASEELA H A 

Inventlabs Innovations Private Limited, kerala, India 

 

ABSTRACT 

The work develops effective machine learning models for image classification. The work also 

discusses the performance of random forest with completed local binary pattern feature 

extraction. Texture feature extraction methods, such as completed local Binary Pattern, can 

be used to address classification problems successfully. 
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INTRODUCTION 

Machine learning is a branch of computer science that is distinct from standard computational 

methods. Algorithms are sets of clearly designed instructions used by computers to calculate 

or solve problems in traditional computing .Machine learning techniques, on the other hand, 

allow computers to train on data inputs and then utilise statistical analysis to produce results 

that are within a certain range. As a result, machine learning makes it easier for computers to 

create models from sample data and automate decision-making processes based on data input. 

Classification is the process of a software learning from a dataset or observations and then 

classifying fresh observations into one of several classes or groupings. A Multi-class 

Classifier is used when a classification task includes more than two outcomes. 

 

LITERATURE REVIEW 

Kather et.al (2016)[3] proposed a method in which six different types of descriptors used 

Lower-order and higher- order histogram features, Local binary patterns (LBP),Gray-level 

Co-occurrence Matrix (GLCM), Gabor filters, Perception-like features, Combined feature 

sets. A combination of the feature set described above is used for the efficient colorectal 

cancer categorization. In the work, four categorization strategies are employed for their 

classification strategy: 1-nearest neighbour, linear SVM, radial-basis function SVM, and 

decision trees . Combining feature sets improves classification performance significantly. 

Intwo-category problems, the measured error rate (tumour-stroma separation). (a) In 

multiclass problems, the error rate (8 tissue categories), support vector machine utilising the 

radialbasis kernel function is best .Ly et.al (2017)[4] proposed a method in which 

classifying images in a histopathological dataset using the cumulative distribution transform 

on an automata architecture. In this paper automata processor allows enormous datasets to be 

classified in parallel. pattern matching has been restricted to one dimensional issues that can 

be solved using flexible string-matching approaches. Classification problem based on multi-
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dimensional tissue image converted to a string matching processor, a cumulative distribution 

transform is used to modify discriminative feature descriptors. Regular expressions are used 

to encode the modified characteristics, which can then be run on the automata. Using these 

regular expressions in the automata processor, the research demonstrates a way of analysing 

picture similarity. This image retrieval and classification method enhances classification 

accuracy and achieves a run-time of less than one hundredth of a second per image, which 

represents a significant reduction in processing time. Bianconi et.al(2019)[5] proposed 

variations in tissue preparation techniques, acquisition systems, stain settings, and chemicals 

are all potential sources of artifacts that can skew computer-based classification. The 

combined effect of six colour pre-process and 12 colour texture descriptors on patch-based 

categorization of HE-stained images is quantified in this paper. When used in conjunction 

with traditional texture descriptors like co-occurrence matrices, Gabor filters, and Local 

Binary Patterns, several pre- processing processes showed to be advantageous Ribeiro et 

.al.(2018)[6] proposed method used a feature selection strategy as well as multiple 

classification techniques such as decision tree, random forest, support vector machine, Naive 

Bayes. This technique allows for more exact assessments of the best associations for group 

separation based on colorectal cancer histological pictures. The hypothesis was tested on 

colorectal limages from two different datasets that have been studied extensively in the 

literature. The results of a complete analysis including many sorts of characteristics and 

classifiers are significant contributions for pathologists and other specialists engaged in 

cancer research. Dandan Zhao et.al.(2018)[7] proposed a machine learning method using 

SVM. In this paper, multiple kernel types such as linear, radial basis function (RBF),sigmoid, 

and polynomial are used to create a grid- search SVM model. RBF is the best kernel type, 

with an accuracy of 90.1 percent at k = 5 and 91.2 percent at k = 10 

 

COMPLETED LOCAL BINARY PATTERN 

In the field of image classification, texture categorization is an important topic. For rotation 

invariant texture classification, Ojala et al. proposed using the local binary pattern (LBP) 

histogram\[1] . LBP is a straightforward yet effective operator for describing local patterns, 

with remarkable classification results on typical texture databases. A new local feature 

extractor, Completed Local Binary Pattern\[2], can be used to fill in missing information in 

local binary patterns. Two components, a central pixel and a local difference sign-magnitude 

transform (LDSMT), are used to represent a local region in Completed Local Binary Pattern 

(CLBP). After global thresholding , the centre pixel is simply coded with a binary code, and 

the binary map is designated CLBP Center (CLBP C). The LDSMT split into two 

components, difference signs and magnitudes. Then,  to code them by using two operators 

CLBP-Sign (CLBP S) and CLBP-Magnitude (CLBP M). CLBP histogram are formed by 

combining three code maps of centre, sign and magnitude components .The code maps are 

binary format so they can be combined to form final 

CLBP histogram. Significant improvements in rotation invariant texture classification can be 

made by merging CLBP S,CLBP M,CLBP C features into joint or hybrid distribution. 
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RANDOM FOREST 

Random forest is a classification system. It is based on the concept of ensembling learning. 

Many decision trees make up the algorithm. Finally, in a decision tree, a voting process is 

employed to determine the final output class. Many decision trees make up a random forest 

algorithm. The random forest algorithm's generated 'forest' is trained via bagging or bootstrap 

aggregation. Bagging is a meta-algorithm that increases the accuracy of machine learning 

methods by grouping them together. The (random forest) algorithm determines the outcome 

based on decision tree predictions.It forecasts by averaging or the output of various trees. 

 

WORKING METHODOLOGY 

CLBP (Complete Local Binary Patterns) is a technique for extracting texture information 

quickly and easily.The input images were divided into two components, Local Difference and 

Centre Gray Level as shown in the figure below.The local difference is transformed into a 

sign and magnitude transform , which is then decomposed into sign and magnitude binary 

components.A binary code is used to breakdown the Centre Gray Level pixel, and the binary 

map further formed is called CLBP Center (CLBP C).The CLBP histogram is formed by 

combining the three component maps of sign, magnitude, and centre pixels.The data is then 

passed through the Random Forest Classifier. 

 

 

The following settings are configured in random forest: 
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where bootstrap is used True, ccp alpha 0.0, class weight None, Criterion gini, max depth 

None, max features auto, max leaf nodes None, max samples None, min impurity decrease 

0.0, min impurity split None, min samples leaf is 1, min samples split is 2, min weight 

fraction leaf is 0.0, n estimators is 100, n jobs is None, oob score is False, random state is 9, 

verbose is 0, and warm start is False. 

 

QUANTITATIVE EVALUATION 

The accuracy rate is used to calculate the quantity measures of image categorization. CLBP 

was utilised in this case, along with machine learning classifiers. The accuracy of Random 

Forest with CLBP was 86.3232 percent. 

 

CONCLUSIONS 

Extraction of texture features using a completed local binary pattern provides more accurate 

information about features. The sign, magnitude components, and their various combination 

assist in easier extraction of features. The random forest classifier is made up of decision 

trees and so aids in more accurate image classification.  In this paper Completed Local Binary 

Pattern with Random Forest classifier got an accuracy of 86.3232% in lesser time. 
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