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Abstract 

Text segmentation, whether printed, handwritten or cursive, is one of the most complicated 

phases in any OCR. The accuracy of recognition will be heavily reliant on good 

segmentation. Image segmentation is a crucial component of image analysis and the field of 

computer vision. Researchers have developed several techniques for segmentation, each of 

which is used for different types of segmented objects. At present no any universal method is 

available for image segmentation. Existing image segmentation techniques are not capable to 

deal with images of any types. This survey looked at a variety of image segmentation 

techniques, evaluated them, and discussed the issues that came up as a result of using them. 

 

Keywords: Image segmentation, implicit segmentation, explicit segmentation, holistic 

approach, region-based segmentation. 

 

1.  Introduction 

Image segmentation is the technique of subdividing an image into small regions in order to 

analyze them separately and get detailed information. An image is divided into different 

components as per the features of pixels to recognize objects or boundaries to simplify an 

image and can be examining more efficiently. Image segmentation is one of the intermediate 

steps in image processing. It plays an important role in various applications like text 

segmentation, medical applications, remote sensing, aerial imaging, pattern recognition, and 

many more. There are many image segmentation methods are available that can be applied to 

a particular type of image to analyze the interesting segment of the image. There is no 

universally accepted image segmentation method can be available for all types of images and 

a particular type of image. Image segmentation is used to distinguish different objects in the 

image. 

 

2. Segmentation 

There is the various meaning of segmentation depending on context. Segmentation means to 

separate text area from the background [1], lines from a paragraph, words from lines, 

characters from the word, etc. So, during the text segmentation process, a document is 

segmented into its logical sub-components, such as text and graphics, lines in a paragraph, 

words in a line, and characters in words. 
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Script recognition relies greatly on segmentation. Correct segmentation is a base for precise 

script recognition [2]. The selection of the segmentation approach influences the technique 

employed in subsequent processing steps, such as feature extraction and recognition of 

characters. Different segmentation approaches may create different characters. As a result of 

this issue, the classifier's performance suffers. 

 

A major difficulty in analyzing segmentation is how to categorize methods. For example, 

Tappert et al. [3] categorized into “external” vs. “internal” segmentation, based on whether 

recognition is necessary in the procedure, Dunn and Wang [4] named as “straight 

segmentation” and “segmentation-recognition”, while  [5] categorized image segmentation 

into two main categories: layer-based segmentation and block-based segmentation. Rehman 

and Saba [2] talk about the explicit and implicit segmentation as well as the issues they cause 

in English cursive writing. 

Apart from this, several segmentation approaches exist, which can be divided into two 

categories according to the techniques used [6,7,8,9] namely analytical and holistic. The 

analytical approach is classified into explicit segmentation [10, 11] and implicit segmentation 

[12, 13]. 

 

2.1. Implicit Segmentation 

The implicit approach is also known as recognition-based segmentation or straight 

segmentation because in this approach characters are segmented and recognized at the same 

time. The implicit segmentation method does not require the words to be segmented into 

characters prior to recognition. In this approach, the system looks for components in the 

image that match classes in its alphabet. 

 

The maim benefit of implicit segmentation is that they overcome the problem of 

segmentation. They do not require any complex "dissection" algorithms, and recognition 

errors are mainly caused by poor classifications.  This form of segmentation is typically 

constructed with rules that aim to identify all of the segmentation points for the character. 

The majority of implicit segmentation methods are language-independent. Their accuracy is 

relay on classification success. They are utilized to get around the difficulties of cursive script 

segmentation. Apart from this, they provide all temporary segments and allow the 

recognizer/classifier to select the most appropriate segmentation. As a result, implicit 

segmentation-based recognition methods need a significant amount of training data. 

 

While using fewer segments cuts down on computation time, it also increases the problem of 

under-segmentation. Furthermore, when there is overlapping between adjacent characters 

problem increase because it is necessary to recognize all possible combinations of valid 

characters rather than just valid characters.  On the flip side, the uses of a large number of 

segments decreases under segmentation issue and hence decrease the number of ligatures. 

But, it creates more segments which increases the computational time as well as over-

segmentation issues. Furthermore, portions of characters are recognized as valid characters, a 

problem known as class overlapping. 
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Naz et. al. [6] suggested implicit segmentation of printed Urdu text lines, which is in the 

Nasta'liq writing style. They used Multidimensional Long Short-Term Memory (MDLSTM) 

Recurrent Neural Networks.  

 

Koteswara and Negi [9] proposed Telugu printed text recognition model based on HMM. 

This model calculates statistical features intensity and derivative of intensity by means of 

sliding window technique on the training set of word images. 

 

In order to generate segmentation cuts, the researcher normally considers a set of heuristics 

and information from the background [14,15,16], the foreground [17,18,19], or a combination 

of these [20,21]. One of the key drawbacks of most of these algorithms is the huge number of 

cuts that must be evaluated, and the number of heuristics that must be set. Vellasques et al. 

[22] proposed a method for reducing the number of segmentation cuts. 

 

To avoid explicit segmentation as well as the complication of setting various heuristics, 

various authors proposed implicit segmentation to recognize strings of digits [23,24]. The 

major disadvantage is the high sensitivity to slanted images. 

 

Cavalin et. Al. [25] presented work for Recognition of Handwritten Strings of Characters 

using implicit segmentation. Strings of Characters may be words or numerals. To solve the 

difficulty of finding the optimum balance between segmentation and recognition, the authors 

proposed a two-stage HMM-based technique. The first step is divided into three modules: (i)  

pre-processing (PP), (ii) foreground feature extraction (FFE), and (iii) segmentation 

recognition (SR). The isolated digits are used to train the character HMMs. Foreground and 

background features are combined to boost the recognition rate during the second stage, 

which is the verification stage. 

 

Radwan and khalil [26] developed a method that is based on the multichannel neural network 

for character segmentation. This method finds out the characteristics of a segmentation 

window and calculates the probability of the current window to a segmentation area. 

Rosenbeg and Nakum [27] SIFT algorithm extract local feature of character for classification. 

Each word scanned using growing window sizes, which is results in the setting of 

segmentation points where the classifier received the highest confidence. 

 

2.2. Explicit Segmentation 

It is Pure Segmentation. Here, segments are identified based on “character-like” attributes. 

This process cuts an image into meaning full sub-images or components, it is therefore also 

known as dissection segmentation [2].  If explicit segmentation is employed for word 

segmentation, Words are explicitly split or cut into characters, which are subsequently 

categorized or recognized separately. Due to the complexity of finding optimal word 

hypotheses, this strategy is more expensive [28]. 
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In explicit segmentation, word is separated into smaller independent units/characters. These 

units may be  ligatures, characters, or part of the character(strokes), depending on a set of a 

given hypothesis, attributes, or rules which are utilized to decide the validity of the 

segmentation points [8,29]. A few of the common dissection methods used in OCR systems 

are white space and pitch discovery, connected component processing, projection analysis, 

etc 

 

Explicit segmentation methods are based on: projection, Contour Tracing, Upper Distance 

Function, Skeletonization, Morphological Operations, and Template Matching. 

 

(a) A Segmentation Methods Based On Projection: The purpose of this method is to simplify 

the segmentation of text by reducing two-dimensional information into one dimension. It 

performs better with printed documents and poorly with handwritten text. Projection profile 

methods are normally used for lines, words, and characters segmentation. They are 

computationally easy and get good results for simple font types. There are horizontal and 

vertical projection profiles methods.  The horizontal and the vertical projection profile 

method are used for lines segmentation and words or characters segmentation respectively. 

When the vertical projection is used for cursive text, it may result in (i) over-segmentation (ii) 

Under-segmentation. Over-segmentation is occurred because characters are formed with the 

help of several parts whereas under-segmentation is occurred because of neighbouring 

characters are overlie. 

 

(b) Segmentation Methods Based on the Upper Distance Function: The upper distance 

function is a particular type of vertical projection. It is set of the highest points in each 

column [30]. 

 

 (c) Segmentation Methods Based On Contour Tracing: It is possible to accomplish 

segmentation by tracing the outer contour of a word [31]. 

The contour tracing methods examine the structural shape of characters as they are scanned, 

avoiding the difficulties caused by the thinning process. Conversely, in many situations, the 

contour must first be smoothed. 

 

These methods give a clear narrative of the shape or outline of the characters which can help 

with the under segmentation issues produced by characters overlapping [32]. Moreover, it 

reduces baseline extraction errors by eliminating the need to adjust the baselines multiple 

times. On the other hand, this type of segmentation suffers from over-segmentation issues 

due to the presence of noise and characters brakes. 

 

(d) Segmentation Methods Based On Template Matching: Template matching methods [32, 

33] discover the character’s probable cutting points depending on the sliding window as well 

as predefined character templates. It all starts with establishing the baseline. Then, by sliding 

the templates over the text, it looks for matches between the templates and the text-image 

[29,32,34].  
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The template matching approach works well for printed text with simple fonts. Though, it 

depends on the variation in size of the characters. When using more font types and styles, the 

performance suffers as the number of predefined segments grows. Checking all predefined 

templates is computationally expensive. 

 

 (e) Segmentation Methods Based On Morphological Operations: In handwriting, in any 

language, the majority of characters are linked by horizontal lines. Therefore, Morphological 

operations such as closing and opening are significant for segments of the word. 

 

(f) Segmentation Methods Based On Skeletonization-based: The character skeleton stores 

vital information about a character, which is used to recognize the character. The methods 

based on Skeletonization [35,36,37,38,39] utilize a variety of morphological operations such 

as opening, closing, and thinning. It recognizes character or word elements based on features 

like curvatures, boundaries, skeletons, angles, etc that define region shape information. 

 

2.3. Holistic Approaches 

To keep away from the hardships of the segmentation stage, researchers emerged with an 

alternative approach known as a holistic or global approach, in which recognition is generally 

achieved over the entire representation of words and where no attempt is made to recognize 

characters individually. Hence this approach is known as the segmentation-free approach 

[40]. It recognizes an entire word as a unit. 

 

One major disadvantage of this type of algorithm is that its application is usually limited to a 

predefined lexicon. Because this approach deals with words rather than letters, recognition is 

limited to a given lexicon of words. This method is best suited to applications where the 

lexicon is static and unlikely to change, such as the recognition of bank checks. 

 

Region-Based segmentation 

The most important objective in this method is that the segmentation is performed in 

particular image based on similarities and dissimilarities. It looks for similarities in adjacent 

pixels which possess the same attributes and are grouped into unique regions. The regions 

formed by region based method have the following features. 

 The summation of all the regions is equal to the whole image. 

 Each region is contiguous and connected 

 A pixel belongs to a single region only; hence there is no overlap of pixels. 

 Each region must satisfy some uniformity condition 

 Two adjoining regions do not have anything in common. 

There are four different approaches to carry out region-based segmentation such as: region 

growing, splitting, merging and split & merge. 

(I) Region Growing: In region growing, the approach is to start with set of seed points and the 

region is growing by aggregation of those neighboring pixels having similar gray level, 

texture, color, shape properties. When edges are difficult to detect in noisy image then region 

growing based techniques gives better result than the edge-based techniques. 
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(II) Region Splitting: Primarily the complete image is considered to be a single region. 

During region splitting, the original image subdivides into the regions such that each region 

assurance a condition of uniformity. 

(III) Region merging: It works opposite of region splitting. Region merging process start with 

small region and the region having similar characteristics are collected to obtained region 

having similar gray level and variance. 

(IV) Split and merge: Both split and merge processes are carried out parallel to get the 

desired region. 

Region based segmentation is useful in the applications such as in medical images to find the 

tumors, veins etc, in satellite images to find target object, in surveillance images to find the 

people, video summarizing and may more. 

 

3. Application areas of image segmentation 

(i) Medical applications: Image segmentation is useful to diagnosis of various diseases that are 

related to heart, brain, knee, spine, prostate, pelvis, and blood vessel and pathology 

localization. 

(ii) Remote sensing: In remote sensing, it detects energy that is reflected by the earth and gets 

the data from it. For example, take an example of the satellite which captures the data from 

the surface of the earth and then it can be analyzed in many ways like which area is green or 

where is the water present also we can also check in which areas population is increased. The 

remote sensing of space-based is responsible for monitoring the changes in our environment 

like deforestations (cutting down the trees), ecosystem degradation, changes in the forest 

carbon stocks, and carbon recycling, among others. These models are prepared to capture the 

dynamics of changes to and impacts on global ecology. 

(iii) Aerial imaging: It involves the analysis of images/photographs which are taken through an 

aircraft or flying object. For example, capturing an image using a drone without going 

anywhere or any location and getting the important details in very short time duration. It is 

useful in recognition tasks like face recognition, fingerprint recognition, iris recognition, and 

many more. 

(iv) Machine vision and Robotics: Many robotic machines work on digital image processing. 

Robots are capable to find their ways using image processing technique such as finding the 

obstacle on the path and line follower robot.  

(v) Pattern recognition: This field is useful for the study of image processing. Pattern 

recognition is also combined with artificial intelligence to implement different application 

such as computer-aided diagnosis, natural language processing and images recognition. 

Currently, image processing is used for pattern recognition. 

 

4. Future direction and conclusions 

In this paper, a variety of segmentation strategies for printed/handwritten/cursive 

word/character are discussed. By a thorough review of the literature, it is observed that there 

is no global segmentation method. The Holistic approach is better suited for applications area 

where the lexicon is defined statically. The explicit segmentation strategy requires more 

computation than the implicit segmentation strategy, but it produces slightly better results. 
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A brief survey of segmentation strategies was conducted in this paper, which may assist 

researchers in the field of OCR in discovering new ideas and providing new solutions to the 

challenges of printed/handwritten/cursive text segmentation. 
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